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• Text Embedding is a milestone in NLP and ML

• Directional (cosine) similarity is more effective for embedding applications

• The objective optimized is not really the one we use

• Inconsistency between training and usage

• Spherical Text Embedding

• Train embeddings on the unit sphere

• Jointly learn word and document/paragraph embeddings

• State-of-the-art on various embedding applications
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Usage
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• Spherical Generative Model (two-step generation):

• The generative probability is characterized by vMF distribution (Theorem 1)

• Objective:

• Riemannian optimization with angular distance:

Model & Optimization

• Word Similarity:

• Document Clustering:

• Document Classification:

• Training Efficiency:

Evaluations
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