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Over 80% of Big Data is Unstructured Text Data

4 Ubiquity of big unstructured, text data

d Big Data: Over 80% of our data is from text (e.g., news, papers,
social media): unstructured/semi-structured, noisy, dynamic,
inter-related, high-dimensional, ...

1 How to mine/analyze such big data systematically?

4 Basic Structuring (i.e., phase mining & transforming unstructured
text into structured, typed entities/relationships (IE))

d Embedding (i.e., computing similarities among entities and
relations)

2 Advanced Structuring: Discovering Hierarchies/taxonomies,
exploring in multi-dimensional space



Multidimensional Nature of Texts

1 The same document can naturally describe things across multiple
dimensions

d Example:

- Atechnical review may cover

U O 0O 0 O

Brands

Products
Aspects
Years

Apple]s[lOth anniversaryIiPhone X]sets a new gold standard

for the next decade of iPhones. Coming hot on the heels of
the iPhone 8and iPhone 8 Plus, the iPhone X stole the show
despite sharing nearly identical internal hardware. The X
(pronounced “ten,” like the Roman numeral) is a beautiful,
modern sculpture, and iPhone owners finally have a reason
to show off their phones again.

As we’re now about four months from Apple’s next iPhone
launch, we’re revisiting the iPhone X to see if it’s still worth
the[high price tag]



https://www.digitaltrends.com/cell-phone-reviews/apple-iphone-8-review/
https://www.digitaltrends.com/cell-phone-reviews/apple-iphone-8-plus-review/
https://www.digitaltrends.com/apple/wait-for-iphone-x/

Basic Structuring: Phrase Mining and Information Extraction

Different Dimensions of Informati
Example: Finding “Interesting Hotel JTENEL (DITIEMEIONE O e e

. ”
Collections Features for “Catch a Show” collection
broadway shows

beacon theater

broadway dance center
broadway plays

david letterman show

radio city music hall

theatre shows

New York City Hotels

PriceFinder 00/08/2015 00/08/2015 2 guests

Sort by: Just For You Availability Ranking Price (low to hig

Collections

Be inspired.

Hyatt Times Square New York
@@@@®® 2,576 Reviews

46 of 469 hotels in New York City

Walk to Penn Station (1
Times Square Views
Urban Oasis (12
Trendy Soho (11
Central Park Views (1
Art Deco Classic (12

No ok~ WN B

i Features for “Near The High Line” collection
[ — 1 high line park
i Times Sauars Views Colicton 2 chelsea market

3 highline walkway

. 4  elevated park
5 meatpacking district

Grouping hotels based on structured facts 6  westside
extracted from the review text 7 old railway

4 http://engineering.tripadvisor.com/using-nlp-to-find-interesting-collections-of-hotels/



http://engineering.tripadvisor.com/using-nlp-to-find-interesting-collections-of-hotels/

Basic Structuring: Automated Named Entity Recognition & Typing

Angiotensin-converting enzyme 2 GENE_OR_GENOME ( ACE2 GENE_OR_GENOME ) as a SARS-CoV-

2 CORONAVIRUS receptor CHEMICAL: molecular mechanisms and potential therapeutic target.

SARS-CoV-2 CORONAVIRUS has been sequenced [ 3 ] . A phylogenetic EVOLUTION analysis [ 3, 4 ]
found a bat WILDLIFE origin for the SARS-CoV-2 CORONAVIRUS . There is a diversity of possible
intermediate hosts NORP for SARS-CoV-2 CORONAVIRUS , including pangolins WILDLIFE , but not

— and _ [ 5 ] . There are many similarities of SARS-CoV-2
CORONAVIRUS with the original SARS-CoV CORONAVIRUS . Using computer modeling , Xu et al
PERSON. [ 6 | found that the_ of SARS-CoV-2 CORONAVIRUS and
SARS-CoV CORONAVIRUS have almost identical 3-D structures in the receptor binding domain that
maintains Van der Waals forces PHYSICAL_SCIENCE . *
has a strong binding affinity DISEASE_OR_SYNDROME to , based
on biochemical interaction studies and crystal structure analysis [ 7 ] . SARS-CoV-2 CORONAVIRUS
and share identity in amino acid sequences and

importantly, the SARS-CoV-2 CORONAVIRUS and

have a high degree of homology [6, 7] . Wan et al PERSON. [4] reported that residue 394 CARDINAL
(glutamine CHEMICAL) in the SARS-CoV-2 CORONAVIRUS receptor-binding domain ....

Automatic Recognition of 75 entity types in COVID-19 Biomedical Literature (ISMB 2020 Demo)



Text Embedding: Multi-faceted Topic Mining

1 Mining a set of coherent and representative terms based on a set of user-
given categories.

Field Discriminative Embedding Space Location Discriminative Embedding Space

(Category Name: Politics, Science, Literature) (Category Name: England, United States)
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Advanced Structuring: Automatic Taxonomy Generation

Automatically Generated Taxonomy Visualization Current Selected: ROOT
Numbers in () from left to right represents the number of main papers and the number of secondary papers respectively.

text_mining (635, 1212)
/ recommender_system (2064, 1098)
.. _ , information_retrieval (1527, 1742)
4 j i——‘ " -
data_mining (6750, 766 ‘ (heterogeneous)_graph_mining (916, 2333)
\ pattern_mining (91, 224)

data_mining-other (1517, 1055)

graphical_model (1822, 2797)
/ reinforcement_learning (1353, 1314)
:4 supervised_learning (1877, 2133)
\ unsupervised_learning (2595, 2898)
\ deep_learning (3757, 1332)
machine_learning-other (1904, 158)

object_classification (1082, 3561)
ﬁ object_reconstruction (2508, 589)

_ 3 object_segmentation (1115, 500)
object_detection (1506, 3052)

ﬁ-- ) object_tracking (1555, 696)

computer_vision-other (2458, 58)

information_extraction (1128, 1048)
) parsing (912, 1730)
/ sentiment/semantic_analysis (883, 971)

text_summarization (1246, 1631)

='-I- question_answering (1203, 1682)
5 machine_translation (1218, 1093)

machine_learning (13308, 106

ROOT (40074, 40074} tecrvision (16

natural_language_processing (X007, 8343

natural_language_processing-other (417, 194)

database_design (592, 2667)
query_processing (1503, 1710)
database-other (690, 596)

database (2785, 4973




Adv. Structuring: Multi-Dimensional Text Cube Construction

1 Understand and Extract Information from Massive Text Corpora
1 Organize and Analyze Information using Multidimensional Text Analysis

U(E3s (ECIBLe Taxonomy Construction Multi-Dimensional Text Analysis
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Application: DBLP—Automatic Paper Categorization

d Multidimensional text categorization and exploration across different CS
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Application: DBLP—Trending Analysis

d Trending analysis on CS field development

Trend of ROOT

Number of Papers

2016 2017 2018
data_mining machine_learning computer_vision natural_language_processing O database
Trend of ROOT
Number of Authors
12000
10000 k4 ko
8000 < @ @
6000 !
4000
2000
0
2015 2016 2017 2018 2019
data_mining machine_learning computer_vision . natural_language_processing ’ database

2019



Application: Comparative Summarization

Analyst Queries Multi-dimensional Text Cube Representative Phrases
‘ ' Top|c china’s economy
." E thg people’s bank of

LA - =
| trillion renminbi
T|me i growth target
@ i fixed asset investment
: i local government debt

solar panel

T: Economy,
L: China?

massacre at sandy

\%\ / / / / E hook elementary
| / !

! ! long island railroad
(q 1) i T Y i background check

senate armed services

! S v : committee

E/ = \EN adam lanza

1 u / ﬂ 1

i S ° i buyback program

i | «\@ | assault weapons and

high capacity

(a2) — Topic ™2 ‘
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Tutorial Outline

Introduction

Part I: Text Embedding

Part Il: Taxonomy Construction

Part lll: User-Guided Topic Mining

Part IV: Multi-Dimensional Text Analysis

Summary and Future Directions



13

Our Roadmap of This Tutorial

Text Corpus

Existing KB

Part Il: Taxonomy Construction Part IV: Multi-Dimensional
Text Analysis

Part I: Text Embedding
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