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Outline

q Why Multi-Dimensional Text Analysis?

q Automatic Document Allocation for Text Cube construction

q Weakly-Supervised Embedding-Based Classification: Doc2Cube [ICDM’18]

q Weak-Supervised Neural Text Classification: WeSTClass [CIKM’18]

q Weakly-Supervised Hierarchical Document Classification: WeSHClass [AAAI’19]

q Incorporating Metadata: MetaCat [SIGIR’20]

q Using Neural Language Models for Weakly-Supervised Classification 

q Cube-based Multidimensional Analysis



3

Multi-Dimensional Text Cube

q Numerical data cube (each cell is a numerical value) has been extensively studied
q Measures: Numerical aggregations as sum & avg.

q Text cube: Each cell contains a set of documents (e.g., Apple, TV, 2016>)
q There is an imminent need to do OLAP analysis on text cubes

Dimensions:
Brand: Apple, Samsung, Huawei…
Product: phone, tablet, TV, laptop…
Field: IR, Machine Learning, NLP…
Text:
Aviation Safety Reports from NASA
Product Reviews from Amazon
Research Papers from DBLP

Huawei
Samsung

Apple

phone

tablet

TV

2014
2015

2016

Cell: <Samsung, phone, 2016>
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Multi-dimensional Text Cube with Queries & Hierarchies
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Text Cube Construction: Two Central Tasks

❑ 1. Taxonomy Construction
❑ How to discover the taxonomy for 

each dimension?

❑ 2. Document Allocation
❑ How to allocate documents into the 

cube?
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Cube Construction: Which Document Goes to Which Cell? 

q Cell-based Document Allocation

q Which document goes to which cell?

Dimensions

USA
China

Japan
Economy

Sports
Politics

2014
2015

2016

Documents

Text Cube

Sports

Politics

Economy

Topic
Dimension

USA

China

Russia

Location
Dimension

2015 2016 2017

Time Dimension

Corpus

I
D

Document Content

1 … The super bowl is on air from Chicago, Illinois. The
NFL has decided that best coach of 2017 is from…

2 … make a speech in Shanghai that economy plan is
to make sure manufactory industry of China…

3 … in Dec 2015, attacks continued in France for two 
more days, taking the lives of six others

Doc2Cube: Constructing Cube from Massive Docs: ICDM’18
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How to Put Documents into the Right Cube Cell? 

q Major challenges on putting docs into the right cell

q Few would like label the “training sets”
q So many cells, so many documents

q Dimension values are often “under-represented”

q E.g., Topic dimension: Sports, economy, politics, ….
q Documents are often “over-represented” on single 

dimension
q Ex.  “ … … The super bowl is on air from Chicago, Illinois.

The NFL has decided that best coach of 2017 is from …
q Our methodology: Dimension-aware joint embedding

q Constructing an L-T-D (label-term-document) graph

EconomyPoliticsSports

Labeled docs
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Constructing Text Cubes with Massive Data, Few Labels

q Dimension focusing—Dimension-Focal Score, a discriminative measure
q A term t is “focal” to dimension L
q The documents with t has very imbalanced labels (KL-divergence can be a good 

measure)
q Ex. 

q Label expansion: Combining two measures for seed expansion
q Discriminativeness

q Using focal score

q Popularity

q Example:

0
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0.4
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Economy Sports Politics Arts

term "stock market" on Topic Dim
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0.1
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China USA Japan German

term "stock market" on Location Dim
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Weakly-Supervised Text Classification

?

❑ Require no training data, but a small amount of seed information
❑ (1) label names, or (2) relevant keywords, or (3) a few labeled docs
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Pseudo Training Data + Self-Training

❑ Pseudo document generation: generate pseudo documents from seeds.
❑ Self-training: train deep neural nets (CNN, RNN) with bootstrapping.
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Pseudo Document Generation

q Fit a von-Mishes Fisher distribution with the embeddings of seeds.
q Sample bag-of-keywords as pseudo documents for each class.

protest

shopping

fli
gh

t
fire

Mean 
direction

Concentration 
parameter
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Self-Training Deep Neural Nets

q 1. Pre-training: Use pseudo documents to initialize DNNs (e.g., CNN, RNN)
q 2. Self-training: Iteratively refine DNNs in a self-boosting fashion.

new score of 
label j for document i
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Overall Classification Performance

Micro-F1 scores:

Macro-F1 scores:

❑ Datasets: (1) NYT, (2) AG’s News, (3) Yelp 
❑ Evaluation: use different types of weak supervision and measure accuracies
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Effect of # Labeled Documents

q Compare the performances of five methods on the AG’s News dataset by varying 
the number of labeled documents per class and 
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Weakly-Supervised Hierarchical Text Classification

q Class Hierarchy (toy example):

q What if we have a taxonomy and aim to allocate documents into categories in the
taxonomy?

Root

Politics Arts Business Sports

Immigration Military Gun Control HockeyBasketball TennisMusic Dance

Science

EnvironmentCosmosStocks Economy
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Hierarchical Classification Model

q Local Classifier Pre-training
q We generate 𝛽 pseudo documents per class to pre-train the local classifier;
q A naive way of creating the label for a pseudo document 𝐷!∗:
q Directly use the associated class label it is generated from; one-hot encodings;
q Problem: classifier overfitting to pseudo documents

q Instead, use pseudo labels:

q 𝑙!# = %(1 − 𝛼) + 𝛼/𝑚 𝐷!∗ is generated from class 𝑗
𝛼/𝑚 otherwise .

q 𝛼 accounts for the “noises” in pseudo documents; it is evenly split into all 𝑚
classes

q Pre-training is performed by minimizing KL divergence loss to pseudo labels
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Hierarchical Classification Model

q Global Classifier Per Level

q At each level 𝑘 in the class taxonomy, we construct a global classifier by ensembling all 
local classifiers from root to level 𝑘

q Use unlabeled documents to bootstrap the global classifier
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Hierarchical Classification Model
q Global Classifier Construction

q The multiplication operation can be explained by the conditional probability formula:
𝑝(𝐷! ∈ 𝐶"#!$%) = 𝑝(𝐷! ∈ 𝐶"#!$% ∣ 𝐷! ∈ 𝐶&'()*+)𝑝(𝐷! ∈ 𝐶&'()*+)

q All local classifiers from root to to level 𝑘 are fine-tuned simultaneously via back-propagation 
during self-training; misclassifications at higher levels can be corrected

q Global Classifier Self-training

q Step 1: Use the pre-trained global classifier to classify all unlabeled documents in the corpus;
q Step 2: Compute pseudo labels based on current predictions:

𝑙!" =
#!"
# /%"

∑"$ #!"$
# /%"$

where 𝑓" = ∑! 𝑦!" and 𝑦!" is the current prediction.

q Step 3: Minimize KL divergence loss to pseudo labels.
q Iterate between Steps 2 and 3 until less than 𝛿% of documents in the corpus have class 

assignment changes
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Hierarchical Classification Model

q Blocking Mechanism

q Some documents should be classified into internal classes because they are more related 
to general topics rather than specific topics;

q When a document 𝐷! is classified into an internal class 𝐶", we use the output 𝑞 of 𝐶"’s 
local classifier to determine whether or not 𝐷! should be blocked at the current class:

q If 𝑞 is close to a one-hot vector, 𝐷! should be classified into the corresponding child;

q If 𝑞 is close to uniform distribution, 𝐷! should be blocked at current class;

q Use normalized entropy as measure for blocking, i.e. block 𝐷! if 

−
1

log𝑚0
!"#

$

𝑞! log 𝑞! > 𝛾
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Overall Classification Performance

q Datasets:

q New York Times; arXiv; Yelp Review

q Evaluation: Micro-F1 and Macro-F1 among all classes 
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MetaCat: Incorporating Metadata for Categorization

q Metadata is prevalent in many text sources, especially social media platforms
q GitHub Repositories: User, Tags; Tweets: User, Hashtags; Amazon Reviews: User, 

Product
q How to leverage these heterogenous signals in the categorization process?
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The Underlying Model: A Generative Process
q Two categories of metadata:
q Global metadata: user/author, product
q “Causes” the generation of documents. (E.g., User -> Document)

q Local metadata: tag/hashtag
q “Describes” the documents. (E.g., Document -> Tag)

q We can also say “label” is global, and “words” are local
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The underlying model: A generative process
q We use GitHub/Tweet as a specific example to illustrate the process.

q Step 1: User (Global Metadata) & Label -> Document

q Step 2: Document -> Word

q Step 3: Document -> Tag (Local Metadata) 

q Step 4: Word -> Context
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How do we use this underlying model?
q Embedding Learning Module:
q All embedding vectors                            are parameters of the 

generative process.
q We can learn the embedding vectors through maximizing the 

likelihood of observing all text and metadata. 

q Training Data Generation Module:
q We have learned                            .
q Given a label 𝑙, we can generate 𝑑, 𝑤 and 𝑡 according to the 

generative process.



29

Train a text classifier
q After the embedding and generation steps, what do we have?
q A set of word embeddings which considers label and metadata information
q For each category, we have a small set of “real” training data and a large set of 

synthesized training data
q Using both “real” and synthesized training data to train a text classifier; taking the pre-

trained embeddings as input features
q We use CNN as the text classifier; may be replaced by other architectures
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Language Models for Weakly-Supervised Classification

q The previous approaches only use the local corpus
q Fail to take advantage of the general knowledge source (e.g. Wikipedia)
q Why general knowledge?
q Humans can classify texts with general knowledge 
q Common linguistic features to understand texts better
q Compensate for potential data scarcity of the local corpus

q How to use general knowledge?
q Neural language models (e.g. BERT) are pre-trained on large-scale general 

knowledge texts 
q Their learned semantic/syntactic features can be transferred to downstream tasks
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Find Similar Meaning Words with Label Names

q Find topic words based on label names
q Overcome the low semantic coverage of label names

q Use language models to predict what words can replace the label names
q Interchangeable words are likely to have similar meanings
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Contextualized Word-Level Topic Prediction

q Context-free matching of topic words is inaccurate
q “Sports” does not always imply the topic “sports”

q Contextualized topic prediction:
q Predict a word’s implied topic under specific contexts
q We regard a word as “topic indicative” only when its top replacing words have 

enough overlap with the topic vocabulary
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High-Quality Weakly-Supervised Classification  

q Achieve around 90% accuracy on four benchmark datasets by only using at 
most 3 words (1 in most cases) per class as the label name

q Outperforming previous weakly-supervised approaches significantly
q Comparable to state-of-the-art semi-supervised models
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Exploration of Text Cube—Semantic Analysis
q EventCube [KDD’13 demo]: Point Query
q Simple summary to support keyword/document search

q CASeOLAP [EngBul’16]: Plane Query
q Comparative summary/mining

Londo
n

Rio

Beijing

Soccer

Basketball

Volleyball

Cube Structure

Text Data

Textual 
Analysis

Structural 
Analysis
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EventCube [KDD’13 demo]
q Multiple functions supported by EventCube (on Avi. Safety Report System DataSet) 

Similar Document Finding: based on Contextual Search Keyword Frequency Distribution
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CASE (Context-Aware SEmantic) OLAP
q A cell has comparative context
q Comparative study is meaningful 

q Given a query <China, Economy>

q Target documents have frequent phrases

q Be specific to “China”+“Economy”

US
Japan

China

Economy

Politics

Sports Fangbo Tao, Honglei Zhuang, Chi Wang Yu, Qi Wang, 
Taylor Cassidy, Lance Kaplan, Clare Voss, Jiawei Han, 
"Multi-Dimensional, Phrase-Based Summarization in 
Text Cubes", Data Eng. Bull. 39(3), Sept. 2016
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Design Question I: Which Comparative Groups to Pick?
q Option 1: User-specified (too much burden to users): undesirable
q Option 2: Sibling cells in every dimension (comparable cells)

US
Japan

China

Economy

Politics

Sports
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Design Question II: How to Score Important Phrases?

q Three ingredients

q Integrity: meaningful, high-quality phrase
q Using SegPhrase as score (>0.7)

q Popularity: large # of occurrences in the cell

q Distinctness: distinguish the target cell from context cells
q A key to have a crisp definition

q Combining with geometric mean:
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How to Find or Evaluate Distinct Phrases in a Cell? 
q Judge if a phrase p is distinct in cell c:  Transform it into a dual problem

q Original problem: Find distinctive phrases for cell c, compared to sibling cells 
q Transformed problem: Classify phrases into one of the most relevant cell

q For a distinct phrase p, if we measure relevance(p, c) for all c
q rel(p, c*) >> rel(p, sibling)

q Adopt Softmax function as
US

Japan

China

Economy

Politics

Sports

Sibling relevance
Smoothing
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How to Design Relevance Score for a Phrase to a Cell?
q Normalized Term Frequency

q Treat each cell as a super document
q Apply BM25

q Normalized Document Frequency

q Combine:

Balance cell size

Guarantee spread out!
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CaseOLAP on Real-World Datasets
Distinct phrases on 2016 news data

PubMed Abstracts:  Distinct relationships between subcategories of cardiovascular diseases and proteins
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MissionCube: Ukraine-Russia Crisis & Hong Kong 
Demonstration Analysis @ NSCTA Demo 2019

q Demo Scenario: Ukraine-Russia Crisis & Hong Kong Demonstration
q Data Source: News text data and images crawled from multiple news agencies 
q Dimensions included in the Cube
q Time, location, and topic mentioned in the news
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Images, Top-K Keywords and Summary
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category names and three 

examples from the experts

Category representative phrases 

generated automatically
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Text and Visual Summarization
for Hong Kong Protests @ 2019
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Phrase-based
Topic Mining
on the corpus
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EvidenceMiner: retrieving related documents
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