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Outline
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Aspect-based Sentiment Analysis 
❑ Task definition

❑ Given an opinionated document about a target entity (e.g., a laptop, a restaurant or 
a hotel), the goal is to identify the opinion tuple of <aspect, sentiment> of the 
document

❑ Most previous studies deal with the tasks of aspect extraction and sentiment 
polarity classification individually or sequentially

❑ Other methods jointly solve these two sub-tasks by first separating target words 
from opinion words and then learning joint topic distributions over words
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Motivation
❑ Sample Reviews

❑ Pure aspect words are in red, and general opinion words are in blue

❑ Words implying both aspects and opinions (which we define as joint topics) 
are underlined and in purple

❑ S1: general aspect, opinion words

❑ S2 and S3: Target is not explicitly addressed. Fine-grained words are used to imply 
both aspect and polarity
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Joint “Sentiment-Aspect” topic

❑ If the semantics of each joint topic of <sentiment, aspect> can be automatically 
captured, machines will be able to identify representative terms of the joint topics 
such as “semi-private” for <good, ambience>

❑ Thus, it will benefit both aspect extraction and sentiment classification

❑ Our general idea is to learn and regularize the joint topics in the embedding space 
to enhance both tasks
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Our Framework
❑ Weakly-Supervised Aspect-Based Sentiment Analysis via Joint Aspect-Sentiment Topic 

Embedding [EMNLP'20]

❑ Step 1: Leverage the in-domain training corpus and user-given keywords to learn 
joint topic representation in the word embedding space

❑ Step 2: Embedding-based prediction on unlabeled data are then leveraged by 
neural models for pre-training and self-training
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Joint-Topic Representation Learning 

❑ Regularizing Pure Aspect/Sentiment Topics. We regularize the aspect topic embeddings 
𝑡𝑎 and sentiment topic embeddings 𝑡𝑠 so that different topics are pushed apart

❑ Marginal topic regularization:

❑ Words can be “classified” into topics based on embedding similarity

❑ User-provided keywords are used for initialization, and more keywords are expanded 
based on cosine similarity in each embedding training epoch
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Joint-Topic Representation Learning 

❑ Regularizing Joint <Sentiment, Aspect> Topics

❑ We connect the learning of joint topic embeddings with pure aspect/sentiment topics 
by exploring the relationship between marginal distribution and joint distribution

❑ To form the joint topic regularization objective, we can replace the probability term in 
the pure aspect/sentiment regularization objective with the sum of joint probability
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Representative Terms for Joint Topics 
❑ To evaluate the quality of the joint topic representation, we retrieve their 

representative terms by ranking the embedding cosine similarity between words 
and each joint topic vector

❑ Representative terms are not restricted to be adjectives, such as “vomit” in (bad, 
food)and “commitment” in (good, support)

❑ “Cramped” appears in both (bad, ambience) in restaurant domain and (bad, 
keyboard) in laptop domain
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Quantitative Evaluation

❑ Aspect Extraction

❑ Sentiment Polarity Classification
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Joint Topic Representation Visualization
❑ Visualization of joint topics (purple stars), aspect topics (red crosses) and 

sentiment topics (blue dots) in the embedding space

❑ An interesting observation is that some aspect topics (e.g., ambience) lie 
approximately in the middle of their joint topics (“good, ambience” and “bad, 
ambience”), showing that our embedding learning objective understands the 
joint topics as decomposition of their “marginal” topics
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SUMDocS
❑ SUMDocS: Surrounding-aware Unsupervised Multi-Document Summarization (SDM’21)

❑ Leverage surrounding documents from the background corpus to obtain salient and 
discriminative extractive summarization
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SUMDocS
❑ How to leverage the background corpus?

❑ Twin documents: Documents belonging to the same category

❑ Sibling documents: Documents belonging to orthogonal categories

❑ Consider three factors when generating extractive summarizations

❑ Global novelty: Category-level frequent and discriminative phrases are likely to be 
salient phrases

❑ Local consistency: Frequently co-occurred phrases should have similar salient score

❑ Local saliency: Phrases that are salient in target documents but less salient in twin 
documents should be promoted
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SUMDocS: Results 
❑ Identified keywords and generated summaries on NLP corpus (left) and news corpus 

(right)
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Self-supervised Pre-trained Summarization Model
❑ PEGASUS: Pre-training with Extracted Gap-sentences for Abstractive Summarization 

(ICML’20)

❑ Transformer based encoder decoder framework

❑ Two Pre-training objectives:

❑ Encoder: masked language model

❑ Decoder: gap sentence generation

❑ Choose important sentence by

rouge score with remaining

sentences in the document
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Selected Sentence for Gap Sentence Generation

Fine-tuning with limited supervised samples
Solid: few-shot with pre-trained weights  
Dashed: supervised with initial weights



19

Keyword-Guided Summarization
❑ Self-Supervised and Controlled Opinion Summarization [EACL'21]

❑ Control tokens are used to let the generated summary align with the input 
documents.

❑ Inputs to the model:

❑ Summary guided by tokens:
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Aspect-based Summarization

❑ Summarizing Text on Any Aspects: A Knowledge-Informed Weakly-
Supervised Approach [EMNLP’20]

❑ uses external knowledge base such as Concept-Net and Wikipedia to 
construct weak supervision and an aspect modeling scheme.

(1) With generic summary provided, the authors 
synthesize aspect-based summary by extracting aspect-
related words in the generic summary.
(2) To extract aspect-related words in the document, the 
authors use the words in the wikipedia page of an entity to 
intersect with highly ranked TF-IDF words in the document.
(3) They fine-tune the pre-trained BART model with

input: entity and related words in the document.
output: synthesized summary.
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Example Results
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Summary: from Unstructured Text to Knowledge

❑ Leverage the Power of Text Embedding and Language Models to Transform 

Unstructured Text into Structured Knowledge

❑ Mining Structures from Massive Unstructured Text (Texts → Structures)

❑ Automated Text Representation Learning 

❑ Automated Multi-Faceted Taxonomy Construction

❑ Automated Topic Mining

❑ Automated Text Classification for Document Assignment

❑ Automated Comparative Summarization in Multidimensional Text Cube

❑ Still a lot of work to do from unstructured text to structured knowledge
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Our Journey: From Big Data to Big Structures &  Knowledge

Han, Kamber and Pei,
Data Mining, 3rd ed. 2011

Yu, Han and Faloutsos (eds.), 
Link Mining, 2010

Wang and Han,  Mining Latent Entity 
Structures, 2015

C. Wang: SIGKDD’15 Dissertation Award

Sun and Han,  Mining Heterogeneous
Information Networks, 2012

Y. Sun: SIGKDD’13 Dissertation Award
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