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Text Classification
q Given a set of text units (e.g., documents, sentences) and a set of categories, the task 

is to assign relevant category/categories to each text unit
q Text Classification has a lot of downstream applications

Sentiment Analysis Location Prediction News Topic Classification

Paper Topic Classification Email Intent Identification Hate Speech Detection



3

q Single-label: Each document belongs to one category.
q E.g., Spam Detection

q Multi-label: Each document has multiple relevant labels.
q E.g., Paper Topic Classification

Different Text Classification Settings: 
Single-Label vs. Multi-Label

https://academic.microsoft.com/paper/2963341956/ 

https://academic.microsoft.com/paper/2963341956/
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Different Text Classification Settings: 
Flat vs. Hierarchical

q Flat: All labels are at the same granularity level
q E.g.,  Sentiment Analysis of E-Commerce Reviews (1-5 stars)

q Hierarchical: Labels are organized into a hierarchy representing their parent-child 
relationship

q E.g.,  Paper Topic Classification (the arXiv category taxonomy)

https://www.amazon.com/gp/product/B089YFHYYS/ 

https://arxiv.org/abs/1810.04805 

https://www.amazon.com/gp/product/B089YFHYYS/
https://arxiv.org/abs/1810.04805
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Natural Language Understanding (NLU)
q The widely used General Language Understanding 

Evaluation (GLUE) benchmark has 7 tasks.
q MNLI: Multi-genre Natural Language Inference aims to 

predict whether a given premise sentence entails, 
contradicts or neutral with respect to a given 
hypothesis sentence.

q QQP: Quora Question Pairs aims to determine whether 
a pair of questions asked are semantically equivalent.

q QNLI: Question Natural Language Inference aims to 
predict whether a given sentence contains the answer 
to a given question sentence.

q SST-2: Stanford Sentiment Treebank aims to determine 
if a movie review has positive or negative sentiment.
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Natural Language Understanding (NLU)
q The widely used General Language Understanding 

Evaluation (GLUE) benchmark has 7 tasks.
q CoLA: Corpus of Linguistic Acceptability aims to 

determine whether a given sentence is linguistically 
acceptable or not.

q RTE: Recognizing Textual Entailment aims to predict 
whether a given premise sentence entails a given 
hypothesis sentence or not.

q MRPC: Microsoft Research Paraphrase Corpus aims to 
predict whether two sentences are semantically 
equivalent or not.

q Many NLU tasks can be cast as a text classification 
problem. They classify either one text unit or a 
pair of text units.
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Outline

q Why do we care weakly-supervised text classification/NLU?

q Weakly-supervised text classification

q ConWea [ACL’20], LOTClass [EMNLP’20], X-Class [NAACL’21], 

        PromptClass [arXiv’23]

q Weakly-supervised structure-enhanced text classification

q Taxonomy-enhanced: TaxoClass [NAACL’21]

q Metadata-enhanced: MICoL [WWW’22], MAPLE [WWW’23]

q Weakly-supervised NLU

q Zero-shot: ZeroGen [EMNLP’22], SuperGen [NeurIPS’22]

q Few-shot: FewGen [ICML’23]
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Weakly-Supervised Text Classification: Motivation

q Supervised text classification models (especially recent deep neural models) rely on  
a significant number of manually labeled training documents to achieve good 
performance.

q Collecting such training data is usually expensive and time-consuming. In some 
domains (e.g., scientific papers), annotations must be acquired from domain experts, 
which incurs additional cost.

q While users cannot afford to label sufficient documents for training a deep neural 
classifier, they can provide a small amount of seed information:

q Category names or category-related keywords
q A small number of labeled documents



9

Weakly-Supervised Text Classification: Definition

?

❑ Text classification without massive human-annotated training data
❑ Keyword-level weak supervision: category names or a few relevant keywords
❑ Document-level weak supervision: a small set of labeled docs
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General Ideas to Perform 
Weakly-Supervised Text Classification

q Joint representation learning
q Put words, labels, and documents into the same latent space using embedding 

learning or pre-trained language models

q Pseudo training data generation
q Retrieve some unlabeled documents or synthesize some artificial documents using 

text embeddings or contextualized representations
q Give them pseudo labels to train a text classifier

q Transfer the knowledge of pre-trained language models to classification tasks
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An Example – WeSTClass

❑ Embed all words (including label names and keywords) into the same space

❑ Pseudo document generation: generate pseudo documents from seeds

❑ Self-training: train deep neural nets (CNN, RNN) with bootstrapping

Meng, Y., Shen, J., Zhang, C., & Han, J. “Weakly-supervised neural text classification”, CIKM’18.
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Outline

q Why do we care weakly-supervised text classification/NLU?

q Weakly-supervised text classification

q ConWea [ACL’20], LOTClass [EMNLP’20], X-Class [NAACL’21], 

        PromptClass [arXiv’23]

q Weakly-supervised structure-enhanced text classification

q Taxonomy-enhanced: TaxoClass [NAACL’21]

q Metadata-enhanced: MICoL [WWW’22], MAPLE [WWW’23]

q Weakly-supervised NLU

q Zero-shot: ZeroGen [EMNLP’22], SuperGen [NeurIPS’22]

q Few-shot: FewGen [ICML’23]
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ConWea: Disambiguating User-Provided Keywords

q User-provided seed words may be ambiguous.
q Example:

q Classify the following sentences:
q Messi scored the penalty.
q John was issued a death penalty.

q Disambiguate the “senses” based on contextualized representations

Class Seed words
Soccer soccer, goal, penalty

Law law, judge, court

Mekala, D. & Shang, J. “Contextualized Weak Supervision for Text Classification”, ACL’20.
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ConWea: Clustering for Disambiguation

q For each word, find all its occurrences in the input corpus

q Run BERT to get their contextualized representations 

q Run a clustering method (e.g., K-Means) to obtain clusters for different “senses”

User-Provided Seed Words

Messi scored the penalty! …
Judge passed the order of …
The court issued a penalty …

……

Messi scored the penalty$1! …
Judge passed the order of …
The court$1 issued a penalty$0 …

……

Raw Docs

Extended Seed Words

Class Seed Words

Soccer soccer, goal, penalty

Law law, judge, court

… …

Contextualized Docs

Class Seed Words

Soccer soccer, goal$0, goal$1, 
penalty$0, penalty$1, 

Law law, judge, court$0, court$1

… …

Text Classifier

Messi scored the penalty$1! …
Judge passed the order of …
The court$1 issued a penalty$0 …

……

Contextualized Docs with Predictions

Contextualized & Expanded Seed Words

Class Seed Words

Soccer soccer, goal$0, penalty$1, …

Law law, judge, court$1, 
penalty$0, …

… …

Law Soccer

Cosmos Politics

Comparative Ranking
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ConWea: Experiment Results

q Ablations:
q ConWea-NoCon: Variant of ConWea trained without contextualization.
q ConWea-NoExpan: Variant of ConWea trained without seed expansion.
q ConWea-WSD: Variant of ConWea with contextualization replaced by a word sense 

disambiguation algorithm.

Baselines

Ablations

Upper bound
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LOTClass: Find Similar Meaning Words 
with Label Names

q Find topic words based on label names
q Overcome the low semantic coverage of label names

q Use language models to predict what words can replace the label names
q Interchangeable words are likely to have similar meanings

Meng, Y., Zhang, Y., Huang, J., Xiong, C., Ji, H., Zhang, C., & Han, J. “Text Classification Using Label Names Only: 
A Language Model Self-Training Approach”, EMNLP’20.
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LOTClass: Contextualized Word-Level 
Topic Prediction

q Context-free matching of topic words is inaccurate
q “Sports” does not always imply the topic “sports”

q Contextualized topic prediction:
q Predict a word’s implied topic under specific contexts
q We regard a word as “topic indicative” only when its top replacing words have 

enough overlap with the topic vocabulary.
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LOTClass: Experiment Results

q Achieve around 90% accuracy on four benchmark datasets by only using at most 3 
words (1 in most cases) per class as the label name

q Outperforming previous weakly-supervised approaches significantly
q Comparable to state-of-the-art semi-supervised models
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How Powerful Are Vanilla BERT Representations 
in Category Prediction?

q An average of BERT representations of all tokens in a sentence/document preserves 
domain information well [1].

[1] Aharoni, R., & Goldberg, Y. "Unsupervised domain clusters in pretrained language models." ACL’20.
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X-Class: Class-Oriented BERT Representations

q A simple idea for text classification
q Learn representations for documents
q Set the number of clusters as the number of classes
q Hope their clustering results are almost the same as the desired classification

q However, the same corpus could be classified differently

Wang, Z., Mekala, D., & Shang, J. “X-Class: Text Classification with Extremely Weak Supervision”, NAACL’21.
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X-Class: Class-Oriented BERT Representations

q Clustering for classification based on class-oriented representations
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X-Class: Experiment Results

q WeSTClass & ConWea consume at least 3 seed words per class

q LOTClass & X-Class use category names only
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PromptClass: Prompt-based Fine-tuning for 
Text Classification

q Head token fine-tuning randomly initializes a linear classification head and directly predicts class 
distribution using the [CLS] token, which needs a substantial amount of training data.

q Prompt-based fine-tuning for MLM-based PLM converts the document into the masked token 
prediction problem by reusing the pre-trained MLM head.

q Prompt-based fine-tuning for ELECTRA-style PLM converts documents into the replaced token 
detection problem by reusing the pre-trained discriminative head.

Zhang, Y., Jiang, M., Meng, Y., Zhang, Y., & Han, J. “PromptClass: Weakly-Supervised Text Classification with 
Prompting Enhanced Noise-Robust Self-Training”, arXiv’23.
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PromptClass: Integrating Head Token 
& Prompt-based Fine-tuning

q Why do we need prompts to get pseudo training data?
q Simple keyword matching may induce errors.
q E.g., “die” is a negative word, but a food review “It is to die for!” implies a strong positive sentiment.
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PromptClass: Experiment Results

q PromptClass is on par with the fully supervised text classifier on sentiment analysis 
datasets (i.e., Yelp and IMDB).
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Outline

q Why do we care weakly-supervised text classification/NLU?

q Weakly-supervised text classification

q ConWea [ACL’20], LOTClass [EMNLP’20], X-Class [NAACL’21], 

        PromptClass [arXiv’23]

q Weakly-supervised structure-enhanced text classification

q Taxonomy-enhanced: TaxoClass [NAACL’21]

q Metadata-enhanced: MICoL [WWW’22], MAPLE [WWW’23]

q Weakly-supervised NLU

q Zero-shot: ZeroGen [EMNLP’22], SuperGen [NeurIPS’22]

q Few-shot: FewGen [ICML’23]
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TaxoClass: Weakly-supervised Hierarchical 
Multi-Label Text Classification

q The taxonomy is a directed acyclic graph (DAG)
q Each paper can have multiple categories distributed on different paths
q Category names can be phrases and may not appear in the corpus

Computer Science

Software 
Creation

Software
Engineering

Structural 
Testing

Natural Language 
Processing

Software 
Verification

Behavioral 
Testing

������

������������

������

Question
Answering

NLP
Evaluation

Accuracy BLUE 
Score 

EM 
Score

������

Document

Measuring held-out accuracy often overestimates 
the performance of NLP models… Inspired by 
principles of behavioral testing in software 
engineering, we introduce CheckList, a task-agnostic 
methodology for testing NLP models…

Shen, J., Qiu, W., Meng, Y., Shang, J., Ren, X., & Han, J., “TaxoClass: Hierarchical Multi-Label Text Classification Using Only Class Names”, NAACL’21.
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TaxoClass: Why Category Names Only?

q Taxonomies for multi-label text classification are often big.

q Amazon Product Catalog: ×10! categories

q MeSH Taxonomy (for medical papers): ×10! categories

q Microsoft Academic Taxonomy: ×10" labels

q Impossible for users to provide even a small set of (e.g., 3) 
keywords/labeled documents for each category

https://academic.microsoft.com/home 

https://academic.microsoft.com/home
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TaxoClass: Document-Class Relevance Calculation
q How to use the knowledge from pre-trained LMs?
q Relevance model: BERT/RoBERTa fine-tuned on the NLI task
q https://huggingface.co/roberta-large-mnli 

P(Entails) = 0.9

“Relevance”Document
Measuring held-out accuracy often 
overestimates the performance of NLP
models… Inspired by principles of behavioral 
testing in software engineering, we 
introduce CheckList, a task-agnostic 
methodology for testing NLP models… Class

“NLP evaluation”

“This paper is 
about NLP evaluation”

Natural Language Inference Model

As hypothesisAs premise

After reading the premise, can you infer the hypothesis? 

“This paper is 
about ___ ”

Template

https://huggingface.co/roberta-large-mnli
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TaxoClass: Top-Down Exploration
q How to use the taxonomy?
q Shrink the label search space with top-down exploration
q Use a relevance model to filter out completely irrelevant classes

Document Candidate Class

Relevance Model
(e.g., BM25, doc2vec, BERT-NLI)

Document-class Relevance

Di
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TaxoClass: Identify Core Classes and More Classes
q Identify document core classes in reduced label search space
q Generalize from core classes with bootstrapping and self-training

Di
cj
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TaxoClass: Experiment Results

Methods
Amazon DBPedia

Example-F1 P@1 Example-F1 P@1

WeSHClass (Meng et al., AAAI’19) 0.246 0.577 0.305 0.536

SS-PCEM (Xiao et al., WebConf’19) 0.292 0.537 0.385 0.742

Semi-BERT (Devlin et al., NAACL’19) 0.339 0.592 0.428 0.761
Hier-0Shot-TC (Yin et al., 
EMNLP’19) 0.474 0.714 0.677 0.787

TaxoClass (ours) 0.593 0.812 0.816 0.894

Semi-supervised methods 
using 30% of training set 

Weakly-supervised multi-
class classification method

• vs. WeSHClass: better model document-class relevance

• vs. SS-PCEM, Semi-BERT: better leverage supervision signals from taxonomy

• vs. Hier-0Shot-TC: better capture domain-specific information from core classes

Zero-shot method

Example-F1 =!
"
∑#$!" %|'()*!	 ∩	 -(*.!|

'()*! /|-(*.!|
, P@1 = #.123	4#'5	'1-6!	-(*.	.1((*2'

#'1'78	.123
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Outline

q Why do we care weakly-supervised text classification/NLU?

q Weakly-supervised text classification

q ConWea [ACL’20], LOTClass [EMNLP’20], X-Class [NAACL’21], 

        PromptClass [arXiv’23]

q Weakly-supervised structure-enhanced text classification

q Taxonomy-enhanced: TaxoClass [NAACL’21]

q Metadata-enhanced: MICoL [WWW’22], MAPLE [WWW’23]

q Weakly-supervised NLU

q Zero-shot: ZeroGen [EMNLP’22], SuperGen [NeurIPS’22]

q Few-shot: FewGen [ICML’23]



34

Metadata

q Metadata is prevalent in many text sources
q GitHub repositories: User, Tag
q Tweets: User, Hashtag

q How to leverage these heterogenous signals in the categorization process?

q Amazon reviews: User, Product
q Scientific papers: Author, Venue, Reference
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MICoL: Metadata-Induced Contrastive Learning for 
Zero-Shot Multi-Label Text Classification

q Input
q A set of labels. Each label has its name 

and description.
q A large set of unlabeled documents 

associated with metadata (e.g., 
authors, venue, references) that can 
connect the documents together.

q Output
q A multi-label text classifier. Given 

some new documents, the classifier 
can predict relevant labels for each 
document.

Zhang, Y., Shen, Z., Wu, C., Xie, B., Wang, Y., Wang, K., & Han, J. "Metadata-Induced Contrastive Learning for 
Zero-Shot Multi-Label Text Classification", WWW’22.
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Pretrained Language Models for 
Multi-Label Text Classification

q If we could have some labeled documents, …
q We can use relevant (document, label) pairs to fine-tune the pre-trained LM.
q Both Bi-Encoder and Cross-Encoder are applicable.

q However, we do not have any labeled documents!!!
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q Contrastive learning [1]: Instead of training the model 
to know “what is what” (e.g., relevant (document, 
label) pairs), train it to know “what is similar with 
what” (e.g., similar (document, document) pairs).

q Using metadata to define similar (document, 
document) pairs.

Metadata-Induced Contrastive Learning

[1] Chen, T., Kornblith, S., Norouzi, M., & Hinton, G. A simple framework for contrastive learning of visual representations. ICML’20.
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q MICoL significantly outperforms text-based contrastive learning baselines.
q MICoL is competitive with the supervised SOTA trained on 10K–50K labeled 

documents.

MICoL: Experiment Results
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q All meta-paths and meta-graphs used in MICoL, except Paper-Venue-Paper, can 
improve the classification performance upon unfine-tuned SciBERT.

MICoL: Effect of Different Types of Metadata
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q Q1: Are metadata always helpful across all scientific fields?
q The focus of previous studies is restricted to one or two scientific fields only (e.g., computer 

science and biomedicine). 
q The effect of metadata in other fields (e.g., art, economics, mathematics, physics) has not 

been systematically examined.

MAPLE: A Cross-Field Cross-Model Study

Zhang, Y., Jin, B., Zhu, Q., Meng, Y., & Han, J. "The Effect of Metadata on Scientific Literature Tagging: A Cross-Field Cross-Model Study", WWW’23.
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q Q1: Are metadata always helpful across all scientific fields?
q The focus of previous studies is restricted to one or two scientific fields only (e.g., computer 

science and biomedicine). 
q The effect of metadata in other fields (e.g., art, economics, mathematics, physics) has not 

been systematically examined.

MAPLE: A Cross-Field Cross-Model Study
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MAPLE: Constructing a Cross-Field Benchmark

q We construct a large-scale scientific literature 
tagging benchmark, MAPLE, from the Microsoft 
Academic Graph. 

q MAPLE covers 19 scientific fields and consists 
of more than 11.9 million papers. 

q The number of candidate tags in each field 
ranges between ∼700 and ∼64,000.

q https://doi.org/10.5281/zenodo.7611544 

https://doi.org/10.5281/zenodo.7611544
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q Q2: Are metadata always helpful across all classifiers?
q Bag-of-words: Parabel [1]
q Sequenced-based: Transformer [2]
q Pretrained language model: OAG-BERT [3]

q In the 19 fields, using the 3 classifiers, we empirically study if adding metadata (i.e., venues, 
authors, and references) can be helpful.

q Key observations:
q Venues are consistently beneficial in almost all 19×3 cases; authors in fewer cases; 

references in even fewer.
q In some fields (not CS), venues can even benefit the prediction of fine-grained labels.
q The effect of metadata varies remarkably across different fields and models.

MAPLE: A Cross-Field Cross-Model Study

[1] Prabhu et al. “Parabel: Partitioned label trees for extreme classification with application to dynamic search advertising”, WWW’18.
[2] Xun et al. “Correlation networks for extreme multi-label text classification”, KDD’20.

[3] Liu et al. “OAG-BERT: Towards a Unified Backbone Language Model for Academic Knowledge Services”, KDD’22.
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q Q3: Shall I use a certain type of metadata in a 
field for a classifier?

q The effect of metadata tends to be similar in 
two fields that belong to the same high-level 
scientific area [1]. For example, Biology and 
Medicine are both life sciences, and the effects 
of venues, authors, and references are largely 
aligned in the two fields.

q The experience of using metadata in one field 
can be extrapolated to a similar field!

MAPLE: A Cross-Field Cross-Model Study

[1] Yin et al., “Public use and public funding of science”. Nature Human Behaviour 2022.
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Outline

q Why do we care weakly-supervised text classification/NLU?

q Weakly-supervised text classification

q ConWea [ACL’20], LOTClass [EMNLP’20], X-Class [NAACL’21], 

        PromptClass [arXiv’23]

q Weakly-supervised structure-enhanced text classification

q Taxonomy-enhanced: TaxoClass [NAACL’21]

q Metadata-enhanced: MICoL [WWW’22], MAPLE [WWW’23]

q Weakly-supervised NLU

q Zero-shot: SuperGen [NeurIPS’22], ZeroGen [EMNLP’22]

q Few-shot: FewGen [ICML’23]
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Zero-Shot Fine-Tuning of PLMs for NLU
q How can PLMs perform zero-shot NLU?
q (Text Input, Prompt) -> Label

q Without any task-specific samples, it is 
challenging for PLMs to interpret the prompts 
that come in different formats and are unseen in 
the pretraining data.

q When there are no training data, we can create 
them from scratch using PLMs!

q (Prompt, Label) -> Text Input
q Generate pseudo training data pertaining to a

specific label upon given a label-descriptive
prompt (e.g., “write a negative review:”)
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SuperGen: Prompt-Based Zero-Shot Training Data
Generation

q SuperGen: A Supervision Generation approach
q Use a unidirectional PLM (e.g., CTRL) to generate class-conditioned texts guided by 

prompts
q Fine-tune a bidirectional PLM (e.g., COCO-LM) on the generated data for the

corresponding task

Meng, Y., Huang, J., Zhang, Y., & Han, J. “Generating Training Data with Language Models: Towards Zero-Shot Language Understanding”, NeurIPS’22.
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SuperGen: Experiment Results

48

q Using the same prompt-based fine-tuning method, zero-shot SuperGen (fine-tuned
on generated training data) is comparable or even better than strong few-shot
methods (fine-tuned on 32 manually annotated training samples per class)
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ZeroGen: Efficient Zero-shot Learning via Dataset 
Generation

q In comparison with SuperGen:
q A similar-size generator (e.g., GPT-2 XL) and a smaller classifier (e.g., LSTM)
q More tasks (e.g., Question Answering)

Ye, J., Gao, J., Li, Q., Xu, H., Feng, J., Wu, Z., Yu, T., & Kong, L. “ZeroGen: Efficient Zero-shot Learning via Dataset Generation”, EMNLP’22.
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ZeroGen: Experiment Results
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q On RTE, ZeroGen already outperforms the supervised model.
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Outline

q Why do we care weakly-supervised text classification/NLU?

q Weakly-supervised text classification

q ConWea [ACL’20], LOTClass [EMNLP’20], X-Class [NAACL’21], 

        PromptClass [arXiv’23]

q Weakly-supervised structure-enhanced text classification

q Taxonomy-enhanced: TaxoClass [NAACL’21]

q Metadata-enhanced: MICoL [WWW’22], MAPLE [WWW’23]

q Weakly-supervised NLU

q Zero-shot: SuperGen [NeurIPS’22], ZeroGen [EMNLP’22]

q Few-shot: FewGen [ICML’23]
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FewGen: Augmentation-Enhanced Few-Shot Learning

q Tune a generative PLM (GPT-like) on the small few-shot training set using prefix-tuning

q Use the tuned PLM to create novel training data

q Fine-tune a classification PLM on both the few-shot and synthetic training sets

Meng, Y., Michalski, M., Huang, J., Zhang, Y., Abdelzaher, T., & Han, J. “Tuning Language Models as Training Data Generators for
Augmentation-Enhanced Few-Shot Learning”, ICML’23.
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FewGen: Emphasizing Label Distinction in
Generator Tuning

q How to emphasize label discriminativeness for generator tuning?

q Weighted generator tuning objective:

q Intuitively, important and label-distinctive tokens should be assigned higher weights (e.g., in
sentiment classification, one would expect “good/bad” to be more label-discriminative than 
“the movie”).

q How to set token weights?

q Manually designing weighting rules likely requires task-specific knowledge and nontrivial 
tuning

Generator loss on each token
Token weights
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q How to automatically learn token weights?

q Formulate a bi-level optimization problem using the idea of meta-learning

FewGen: Automatically Learning Token Weights via 
Meta-Learning

Generator loss on each token
Parameterize as learnable

hyperparameters

Token weights automatically
learned to emphasize label

discriminativeness

Generator tuned under
token weights
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FewGen: Experiment Results
q 5+ average points higher than the best few-shot baseline without augmentation

q 3+ average points higher than the best augmentation baseline (GPT3Mix)
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