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Summary: from Unstructured Text to Knowledge

q Leverage the Power of Text Embedding and Language Models to Transform 

Unstructured Text into Structured Knowledge

q Mining Structures from Massive Unstructured Text (Texts → Structures)

q Automated Text Representation Learning 

q Automated Multi-Faceted Taxonomy Construction

q Automated Topic Mining

q Automated Text Classification for Document Assignment

q Automated Comparative Summarization in Multidimensional Text Cube

q Still a lot of work to do from unstructured text to structured knowledge
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Our Journey: From Big Data to Big Structures &  Knowledge

Han, Kamber and Pei,
Data Mining, 3rd ed. 2011

Yu, Han and Faloutsos (eds.), 
Link Mining, 2010

Wang and Han,  Mining Latent Entity 
Structures, 2015

C. Wang: SIGKDD’15 Dissertation Award

Sun and Han,  Mining Heterogeneous
Information Networks, 2012

Y. Sun: SIGKDD’13 Dissertation Award
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!e real
-world data, t

hough massive
, is la

rgely unstructured, in the form of natural-la
nguage 

text. It i
s challenging but highly desirab

le to mine stru
ctures fr

om massive
 text data, w

ithout 

extensive h
uman annotation and labeling. In this book, we investig

ate th
e principles 

and methodologies of mining structures of fact
ual knowledge (e.g

., entities
 and their 

relati
onships) fro

m massive
, unstructured text corpora.

Departing from many existing structure extracti
on methods that have h

eavy relia
nce 

on human annotated
 data fo

r model tra
ining, our e"ort-lig

ht approach leverag
es human-

curated
 facts

 stored in external knowledge bases a
s distant supervision and exploits ric

h 

data re
dundancy in large text corpora for context understan

ding. !is e"ort-lig
ht mining 

approach leads to a ser
ies of new principles an

d powerful methodologies fo
r stru

cturing 

text corpora, in
cluding (1) entity reco

gnition, typing and synonym discovery, 
(2) entity 

relati
on extracti

on, and (3) open-domain attri
bute-value mining and information extracti

on. 

!is book introduces th
is new resea

rch frontier a
nd points out some promising resea

rch 

directi
ons.
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