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(Recap) Course Information & Logistics

• Course Website: https://yumeng5.github.io/teaching/2024-fall-cs4501
• Instructor: Yu Meng (yumeng5@virginia.edu)

§ Office hour: After class Mondays & Wednesdays 

• TAs:
§ Xu Ouyang (ftp8nr@virginia.edu) Office hour: 11:00am - 12:00pm every Wednesday
§ Zhepei Wei (tqf5qb@virginia.edu) Office hour: 8:00am - 9:00am every Monday
§ Wenqian Ye (pvc7hs@virginia.edu) Office hour: 4:00pm - 5:00pm every Friday

• Time: Mondays, Wednesdays & Fridays 2:00pm - 2:50pm
• Location: Thornton Hall E303 
• We do not plan to record lectures to encourage in-person attendance
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(Recap) Q&A Format

• Q&A during lecture: Slido (link shared in each lecture)
§ Efficient for a big class
§ Allows asking questions anonymously
§ TAs will answer the questions in real time

• Q&A after lecture: Piazza (accessible via Canvas)
§ Assignments/projects
§ TAs & instructor will answer the questions on a daily basis

• You are encouraged to answer the questions asked by your classmates (participation 
credit)!
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Grading

• Details on the course website
• Assignments (60%)

§ 5 assignments
§ 7 late days in total
§ Individual submission

• Project (35%)
§ Team of 2-3 students
§ No late days allowed
§ Checkpoints: Project proposal, Midterm report & Final project presentation + report

• Participation (5%+; points earned beyond 5% will become extra credit)
§ Update: Three guest lectures (6%)
§ End-of-semester teaching feedback (2%)
§ Answering technical questions raised by classmates (5%)
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What is Natural Language Processing (NLP)?

• An interdisciplinary subfield of machine learning and linguistics
• Goal: Enable computers to understand, interpret, and generate human language

Human
Language

Machine
Learning Linguistics

NLP
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The History of NLP

Before 1980s

Large language models
(e.g., ChatGPT, GPT-4)

1980s – 2000s 2000s – 2018 2018 – 2022 2022 – Now

(Small) pretrained neural models
(e.g., BERT, GPT-2, T5)

(Simple) neural-network-based
methods

Statistical methods
(e.g., n-gram models, hidden state models)

Linguistic-rule based methods
(e.g., syntactic pattern matching)
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Overview of Course Contents

• Week 1: Logistics & Overview
• Week 2: N-gram Language Models
• Week 3: Word Senses, Semantics & Classic Word Representations

• Week 4: Word Embeddings
• Week 5: Sequence Modeling and Transformers
• Week 6-7: Language Modeling with Transformers (Pretraining + Fine-tuning)
• Week 8: Large Language Models (LLMs) & In-context Learning
• Week 9-10: Knowledge in LLMs and Retrieval-Augmented Generation (RAG)

• Week 11: LLM Alignment
• Week 12: Language Agents
• Week 13: Recap + Future of NLP
• Week 15 (after Thanksgiving): Project Presentations 7/43
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Sequence Modeling

• Text is a sequence of words – Language modeling relies on modeling the (complex)
semantic correlations among words!

• Estimating distributions based on counts is hard to generalize!

• Parameterize the distributions with neural networks!

Neural network parameters
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Sequence Modeling Architecture: RNN

Figure source: https://web.stanford.edu/class/cs224n/slides/cs224n-spr2024-lecture05-rnnlm.pdf

Recurrent neural network
(RNN)
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Sequence Modeling Architecture: CNN
Convolutional neural network (CNN)

Figure source: https://arxiv.org/pdf/1408.5882 11/43
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Sequence Model Architecture: Transformers

Transformer Encoders

Transformer Decoders

12/43



Transformer Overview

Transformer block overview

Figure source: https://jalammar.github.io/illustrated-transformer/ 13/43
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Transformer: Self-Attention Mechanism

Figure source: https://jalammar.github.io/illustrated-transformer/ 14/43
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Transformer: Self-Attention Computation

Figure source: https://jalammar.github.io/illustrated-transformer/ 15/43

https://jalammar.github.io/illustrated-transformer/


Overview of Course Contents

• Week 1: Logistics & Overview
• Week 2: N-gram Language Models
• Week 3: Word Senses, Semantics & Classic Word Representations

• Week 4: Word Embeddings
• Week 5: Sequence Modeling and Transformers
• Week 6-7: Language Modeling with Transformers (Pretraining + Fine-tuning)
• Week 8: Large Language Models (LLMs) & In-context Learning
• Week 9-10: Knowledge in LLMs and Retrieval-Augmented Generation (RAG)

• Week 11: LLM Alignment
• Week 12: Language Agents
• Week 13: Recap + Future of NLP
• Week 15 (after Thanksgiving): Project Presentations 16/43



Language Model Pretraining

Figure source: https://lenavoita.github.io/nlp_course/language_modeling.html 17/43
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Pretraining as Multi-Task Learning

Examples from: https://docs.google.com/presentation/d/1hQUd3pF8_2Gr2Obc89LKjmHL0DlH-
uof9M0yFVd3FA4/edit#slide=id.g28e2e9aa709_0_1

• In my free time, I like to {run, banana} (Grammar)
• I went to the zoo to see giraffes, lions, and {zebras, spoon} (Lexical semantics)
• The capital of Denmark is {Copenhagen, London} (World knowledge)

• I was engaged and on the edge of my seat the whole time. The movie was {good, bad}
(Sentiment analysis)

• The word for “pretty” in Spanish is {bonita, hola} (Translation)
• 3 + 8 + 4 = {15, 11} (Math)
• …
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Large Language Models (LLMs)

Language models are getting larger and larger over time!
GPT-4
(???)

2018 2019 2020 2021 2022

BERT
(0.3B)

GPT-2
(1.5B)RoBERTa

(0.3B)

Turing-NLG
(17.2B)

GPT-3
(175B)

PaLM
(540B)

MT-NLG
(530B)

Model
Parameter

2023
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In-Context Learning

Figure source: https://ai.stanford.edu/blog/in-context-learning/ 21/43
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Chain-of-Thought Reasoning

Figure source: https://arxiv.org/pdf/2201.11903.pdf

Use LLMs to generate intermediate reasoning steps
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Advanced Reasoning

Generate & search in a structured thought space

Figure source: https://arxiv.org/pdf/2305.10601.pdf 23/43
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Emergent Ability of LLMs

Figure source: https://arxiv.org/pdf/2206.07682.pdf

Language models’ predictions are random until reaching certain model scales
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Parametric Knowledge

Language models can be prompted for factual question answering

Figure source: https://arxiv.org/pdf/1909.01066.pdf 26/43
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Retrieval-Augmented Generation (RAG)

Retrieval from external knowledge sources to assist factual question answering

Figure source: https://cs.stanford.edu/~myasu/blog/racm3/ 27/43
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Language Model Alignment

Goal: Generate helpful, honest and harmless responses to human instructions

Figure source: https://openai.com/blog/chatgpt 29/43
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Reinforcement Learning from Human Feedback

Further learning from pairwise data annotated by humans

Figure source: https://openai.com/blog/chatgpt 30/43
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Language Model Agents: Tool Usage

Task execution assisted with external tools

Figure source: https://arxiv.org/pdf/2302.04761.pdf

Question answering system

Calculator

Machine translation system

Wikipedia search
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LLMs can be trained for code writing

Language Model Agents: Coding

Figure source: https://arxiv.org/pdf/2204.05999.pdf 33/43
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LLMs can be extended for multimodal instruction following

Multimodality

Figure source: https://arxiv.org/pdf/2304.08485.pdf 34/43
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Language Model Evaluation

Figure source: https://arxiv.org/pdf/2306.05685.pdf 36/43
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Privacy

Larger models memorize training data better!

Figure source: https://arxiv.org/pdf/2202.07646.pdf 37/43
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Security

Figure source: https://arxiv.org/pdf/2307.15043.pdf 38/43

https://arxiv.org/pdf/2307.15043.pdf


Bias

Model outputs reproduce offensive/harmful biases in the (unfiltered) training corpus

Figure source: https://arxiv.org/pdf/2103.00453.pdf

Original (harmful) model outputs 
intentionally masked out
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Detection of Model Generated Texts

Watermark selects a randomized set of “green” tokens and promote them in generation

Figure source: https://arxiv.org/pdf/2301.10226.pdf 40/43
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Novel Architectures

State space models (e.g., Mamba) achieves linear-time complexity with Transformer-level
quality for sequence modeling

Figure source: https://arxiv.org/pdf/2312.00752 41/43
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Superalignment

Is it possible to use a weak teacher to supervise a strong student?

Figure source: https://arxiv.org/pdf/2312.09390.pdf 42/43
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