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Overview of Course Contents

• Week 1: Logistics & Overview
• Week 2: N-gram Language Models
• Week 3: Word Senses, Semantics & Classic Word Representations

• Week 4: Word Embeddings
• Week 5: Sequence Modeling and Neural Language Models
• Week 6-7: Language Modeling with Transformers (Pretraining + Fine-tuning)
• Week 8: Large Language Models (LLMs) & In-context Learning
• Week 9-10: Reasoning, Knowledge, and Retrieval-Augmented Generation (RAG)

• Week 11: LLM Alignment
• Week 12: Language Agents
• Week 13: Recap + Future of NLP
• Week 15 (after Thanksgiving): Project Presentations 3/38



(Recap) Scaling Up Pretraining Data

The Pile: 22 sub-datasets (> 800GB), a common choice for pretraining corpus

Figure source: https://arxiv.org/pdf/2101.00027 4/38

https://arxiv.org/pdf/2101.00027


(Recap) Scaling Up Model Sizes

• GPT-1 (2018): 12 layers, 117M parameters, trained in ~1 week
• GPT-2 (2019): 48 layers, 1.5B parameters, trained in ~1 month
• GPT-3 (2020): 96 layers, 175B parameters, trained in several months

Papers: (GPT-1) https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
(GPT-2) https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
(GPT-3) https://arxiv.org/pdf/2005.14165.pdf

GPT-4
(???)

2018 2019 2020

GPT-2
(1.5B)

GPT-3
(175B)

Model
Parameter

2023

GPT-1
(0.1B)
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(Recap) Emergent Abilities

• Consider the few-shot in-context learning paradigm
• Consider an ability to be emergent when a model has random performance until a 

certain scale, after which performance increases to well-above random

• Abilities to test
§ Arithmetic: addition, subtraction, multiplication
§ Transliteration
§ Recover a word from its scrambled letters
§ Persian question answering
§ Question answering (truthfully)
§ Grounded conceptual mappings
§ Multi-task understanding (math, history, law, …)
§ Contextualized semantic understanding

6/38



(Recap) Performance vs. Model Scale

Figure source: https://arxiv.org/pdf/2206.07682

Models exhibit random
performance until a certain 

scale, after which performance 
significantly increases
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(Recap) Scaling Laws of LLMs

• (Pretrained) LLM performance is mainly determined by 3 factors
§ Model size: the number of parameters
§ Dataset size: the amount of training data
§ Compute: the amount of floating point operations (FLOPs) used for training

• Scaling up LLMs involves scaling up the 3 factors
§ Add more parameters (adding more layers or having more model dimensions or both)
§ Add more data
§ Train for more iterations

• Scaling laws: study the correlation between the cross-entropy language modeling loss
and the above three factors

• How to optimally allocate a fixed compute budget?

8/38



(Recap) Scaling Model Parameters

• Language model loss vs. models with a limited number of parameters (𝑁)
§ Only count non-embedding parameters
§ Infinite compute: trained to convergence
§ Infinite dataset: trained with sufficiently large datasets

• Performance depends strongly on scale, weakly on model shape (depth vs. width)

<latexit sha1_base64="x5maR3p20TUp3cotocyGTQtYGuY=">AAAJTHiczVZdbxJBFN1WLRS/qD76MpE2oUmLu7QCPtQ0+uKDITWRtglDN8MwwJTZD3dmBTKdn+OvMfFJH/wfxhdj4gxQSkvTSIuJk8De3Ln3nrNn7txsPWSUC9v+vrB46/adpURyOXX33v0HD9Mrj/Z5EEeYVHDAguiwjjhh1CcVQQUjh2FEkFdn5KDeeW32Dz6SiNPAfy/6Ial5qOXTJsVIaJe7kni5FroS1rmEok0EUirbPem5zgboufkNABuB4MaWdNNR62AHQEF6QvKgKTzUU1mTWVHmv60mghhpiiqAzQhhCUkvHMTFynUAxLokOJegJOSx58rjHUcdyRPoIdHGiMl9daLAZPbxpdmaJRvSnMabqjZ3dAAj2mqLWmqtf7U6M+hyXU7X1+L6iGfv33MpgC0iOJAQRS1oFHBlV4EZGmxUhVMPzJY2ZN+F1AcT3HWFwYGIINwMldJUruxuzR6EqXlciEng1c6qmusN6Zw/kQmk49XLW/zKtrjA9F/gnzXJnIeNhIMRWI1a9Zq0cy9Khfzz/Iads+1ifqtgjHxxO7+lnkGB4tmFn7H8jUbJ32LNxunG8/F/lOAUa9xWY5i3Klsen3J2+L5lFytZVsPY9SM9nFjYRm7ZCPMhRg0ATj3aCMMo6AGNVCycbuv88UYpV4KCeoQDxz6SzpZy0xnDzywwbTgjI2ON1p6b/qnbHMce8QVmiPOqY4eiJlEkKGZEpWDMSYhwB7VIVZs+0mA1OdBFgTXtaYBmEOmfL8DAO5khkcd536vrSKMIv7hnnJftVWPRLNUk9cNYEB8PgZoxAyIA5qsBNGhEsGB9bSAcUc0V4DbS6gr9bZGCPuniwPOQ3zC3W1Wdmn4GrGG4BExmHGWEci7KMm3s53NOIVd4t53ZfTWSLGk9sZ5aWcuxitau9cbasyoWTnxKfE58TXxLfkn+SP5K/h6GLi6Mch5b59by0h/Q/zZg</latexit>

L(N) =

✓
Nc

N

◆↵N

, ↵N ⇡ 0.076, Nc ⇡ 8.8⇥ 1013

Model parameters
(non-embedding)
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(Recap) Scaling Dataset Size

• Language model loss vs. a limited dataset size (𝐷)
§ Infinite model size: sufficiently large model
§ With appropriate early stopping: avoid overfitting to the training data

<latexit sha1_base64="ND6jLlw3p0kfbNJNWhg+CBZkEMc=">AAAJyHiczVbbThsxEF3ohSS9QfvYF7cBKUiQ7gZIwgMSaiO1qqoIpAaQ4rByHCcx2VvX3iaR8Us/q3/SH+lz7VxgkyDUQCrV0u6OPDM+x8fj0dYDhzJumr+Wlh88fPR4JZFMPXn67PmL1bWXJ8yPQkwq2Hf88KyOGHGoRyqccoecBSFBbt0hp/XOB+0//U5CRn3vK+8HpOailkebFCOupuy1lZ8bgS1gnQnI24QjKTPdy55tbYGendsCsOFzpm1Bty25CQ4A5KTHBfOb3EU9mdGZFanfbRkLckiTVwFshggLSHrBIC6StgUgVkuCiQQpIItcW1wcWPJcXEIX8TZGjjiRlxLEsy9uzFYsnSHNWbyZ1RaODmBIW21eS230b1dnDl3uyunuWtwd8Xr/PZsC2CKcAQFR2IJaAVt0JZijwEarMOqC+dKG7LuQeiDGXa0wOBDuB9uBlIrKrdWt2IMgtYgLEQde76zLhd6QzuSJxJAu1m8u8VvLYorpv8C/LpIFNxsBBy2wGrbqNWFm94v53F5uy8yaZiG3k9dGrrCb25HvIEfR/MLPufy9WsnfYs3H6d798X+UYIx1XVZXOF9kpnx1zJnhhss2lqIsh8Gb56o7OUEb2WWtzLcINQAYzygjCEK/BxRUIT92q/wrRzFbhJy6hAHLPBfWjkzFoUvT0CUNXZqBLs1Al+LQ+3tjdykGvZfdnYS2V9NaGz3ArGGNjLQxGkf26m91xXDkEo9jBzFWtcyA1wQKOcUOUVuJGAkQ7qAWqSrTQwqsJgZnIsGGmmmAph+qx+NgMBvPEMhlrO/WVaRWhE379ORNvmrEm8WaoF4QceLhIVAzcgD3gf5jAQ0aEsydvjIQDqniCnAbKXW5+q9JQY90se+6yGvoziKrVk19faehufiOSFtSC2VNyzJrnOSyVj6bP95NH74fSZYwXhtvjYxhGQXj0PhkHBkVAyfeJD4mjhLHyc/JINlN9oehy0ujnFfGxEj++APmPF0j</latexit>

L(D) =

✓
Dc

D

◆↵D

, ↵D ⇡ 0.095, Dc ⇡ 5.4⇥ 1013

Dataset size
(# of tokens)
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(Recap) Scaling Training Compute

• Language model loss vs. a limited amount of compute (𝐶)
§ Infinite dataset size: sufficiently large training corpus
§ Optimal model size: can effectively learn the data and not excessively compute-consuming

Compute
(# Peta-FLOP days)

<latexit sha1_base64="4vcWMlW8rfuOXAwxzLgdYGW/254=">AAAKQ3iczZbLbhoxFIYnvQK9Je2yG6skEpESOgPhkkWkqLDookKpVJJImIyMMTBhbh17Csjxm/RpKnXVvkCfobuq6q5SbS7JAFFUEip1JJgjHx9/x7+Pj6bh2xZluv5t5dbtO3fv3Y/FEw8ePnr8ZHXt6SH1wgCTKvZsLzhuIEpsyyVVZjGbHPsBQU7DJkeNbkn5jz6QgFqe+44NfFJ3UNu1WhZGTA6Za7Hchm9y2KAcsg5hSIhU76xvGlugb2a2AGx6jCqbW9uG2AR7ADLSZ5x6LeagvkipyKpQ/x0RmWSTFqsB2AoQ5pD0/eG8UJgGgFguCaYCBIc0dEx+umeIE34GHcQ6GNn8UJwJEI0+vTRaZmmP0pznza22dDqAgdXusHpiY3C1Ogvoct2crq/F9YkX+++bFoBtwijgEAVtqBQweU+ABQpsvAq1HLBY2Cj7HrRcEMldrjA8EOb5274QMpUrq1tmD/zEMi5EFLzeXRdLvSHd6ROJkE7XLy/xK8tiJtN/wb8okiU3Gw6HLbAWtBt1rqd3i/lMLrOlp3W9kMnmlZEp7GSy4iVkKFxc+AWXv1Er+VvWYjnduD/+jxJMWBdldc55I1KV82NOjTZcMbHgFTGavHkiu5Ptd5BZUcq8D1ETgMmINHw/8PpAogr5iVvGnzuK6SJklkMoMPQTbmTFNLs8yy4rdnmOXZ5jl6Ps3dzEXY6wc+mdGXYUXZpFlxS6NIcuzaFLUXROn7hLEXQ2bUTQRWGuJtWxqAfMG8bYSGrj58Bc/SVvNw4d4jJsI0prhu6zOkcBs7BN5E5CSnyEu6hNatJ0kWTV+bAcBNiQI03Q8gL5cxkYjkYjOHIoHTgNOVMJQmd9avAyXy1krWKdW64fMuLiEagV2oB5QH0sgaYVEMzsgTQQDiyZK8AdJMVl8pMqAV3Sw57jILepmpqoGXX59uymysWzedIQSihjVpZ54zCTNvLp/Nud5P6rsWQx7bn2QktphlbQ9rXX2oFW1XDsY+xT7Evsa/xz/Hv8R/znaOqtlXHMM23qif/+A6JeipU=</latexit>

L(C) =

✓
Cc

C

◆↵C

, ↵C ⇡ 0.050, Cc ⇡ 3.1⇥ 108
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(Recap) Optimal Model Size

• Given a specific amount of training compute 𝐶, what’s the optimal model size 𝑁(𝐶)
that leads to minimal language modeling loss?

• 𝑁(𝐶) can be fit with a power-law wrt 𝐶
• Additional compute needs to be used when model size is suboptimal

<latexit sha1_base64="2Escv+fdeMaJMtRvfNMKm1BjleI=">AAAKgXiczZZbb9owFMfTdZeS3drtcS/WaCUqtSyBFqimStXgYQ8T6qTRVsI0MsaAS26LnZXK9QfdPsieZ3NpA1RotExaJMiRzzn+/XN8cpRm6FLGLevnyqPVx0+ePltLmc9fvHz1en3jzQkL4giTGg7cIDprIkZc6pMap9wlZ2FEkNd0yWmzV9b+0x8kYjTwv/GrkDQ81PFpm2LE1ZKzsca2QkfAJhOQdwlHUmYur/uOvQP6Tm4HwFbAmbYF3bXlNjgEkJM+Fyxocw/1ZUZn1qT+78pEkEvavA5gO0JYQNIPB3GxdGwAsdoSTCRIAVnsOeLi0Jbn4hp6iHcxcsWJvJYgmX1xZ7ZS6Q5lzvJmdls6HcCIdrq8YW5dza/OAnW5r6b71+L+xNvn7zsUwA7hDAiIog7UFXDEpQQLNNhoF0Y9sFjaUP0lpD5IaFc7DA6EB+FuKKWSMre7lXoQmst4IZLgzd6mXOob0ps8kQTpYvPuFp/bFlNK/wX/tkmWPGwEHIzAetRpNoSVPSgVcvu5HStrWcVcvqCNXHEvl5cfIEfx4oVfcPsHjZK/ZS2m6cHz8X8swZh121Y3nC8yU7055szwgasOlqIqh8Hb52o6uWEXOVVdme8xagEwXlFGGEZBHyhUsTB2q/wbRylbgpx6hAHbOhd2Xk6yK9PsimZXZtiVGXYlyT7YH7srCfZ+dm8euzzNLmt2eYZdnmGXk+x9a+wuJ9j5rJ1gl6RZzZTHo8OjvtTTUwWGPBhJmPTeaLCyxbx01tP6UPUFZg17ZKSN0XXsrP9WswHHHvE5dhFjddsKeUOgiFPsEmnCmJEQ4R7qkLoyfaSENsSgmSTYUist0A4i9fM5GKwmMwTyGLvymipSV5NN+/TiXb56zNulhqB+GHPi4yGoHbtA1UB/aoEWjQjm7pUyEI6o0gpwF6mT4eqDzIQ+ucSB5yG/pUeirNsNdQ/cltYSuCJtS10oe7oss8ZJLmsXsoWve+mjT6OSrRnvjPdGxrCNonFkfDaOjZqB136ljFQqZZqr5rZpmblh6KOVUc5bY+IyP/4Bb7Ob9Q==</latexit>

N(Cmin) / (Cmin)
0.73 12/38



Agenda

• Chain-of-thought Reasoning
• Reasoning Benchmarks
• Question Answering & Hallucination

13/38



Reasoning: Overview

• Reasoning (rough definition): perform deductive, inductive, commonsense, or logical
reasoning via generating or analyzing text 

• Deductive reasoning: draw specific conclusions from general principles or premises
§ E.g.: “All humans are mortal” + “Socrates is a human” => “Socrates is mortal”

• Inductive reasoning: make generalizations based on specific observations
§ E.g.: “The sun has risen in the east every day” => “The sun will rise in the east tomorrow”

• Commonsense reasoning: rely on world knowledge or commonsense understanding to 
make predictions or answer questions
§ E.g.: “If I drop a ball, what will happen?” => “It will fall”

• Mathematical/logical reasoning: follow specific rules or procedures to arrive at a 
correct answer
§ E.g.: “If 3 apples cost $6, how much do 5 apples cost?” => “$10”

14/38



Latest LLMs for Reasoning: OpenAI o1

Screenshot source: https://openai.com/index/learning-to-reason-with-llms/ 15/38

https://openai.com/index/learning-to-reason-with-llms/


OpenAI o1: Commonsense Reasoning

Screenshot source: https://openai.com/index/introducing-openai-o1-preview/ 16/38

https://openai.com/index/introducing-openai-o1-preview/


Chain-of-thought (CoT) Prompting

• Chain-of-thought (CoT): the model breaks down complex problems into a step-by-step 
reasoning process

• Instead of directly providing an answer to a question or task, the model is prompted to 
explain its reasoning or thought process in a logical sequence

Paper: https://arxiv.org/pdf/2201.11903 17/38

https://arxiv.org/pdf/2201.11903


Standard Prompting vs. CoT Prompting

Paper: https://arxiv.org/pdf/2201.11903 18/38

https://arxiv.org/pdf/2201.11903


Standard vs. CoT Prompting Performance

CoT prompting is especially effective for large models
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CoT Can Be Triggered Zero-shot

Just add “Let’s think step by step” at the beginning of the answer

Paper: https://arxiv.org/pdf/2205.11916 20/38

https://arxiv.org/pdf/2205.11916


CoT Demo

Figure source: https://lmarena.ai/?model=llama-3.1-70b-instruct

No-CoT prompt: How many 'r' letters are there in the 
following word: strawberry? Answer without reasoning steps

CoT prompt: How many 'r' letters are there in the following 
word: strawberry? Let's think step by step

Wrong result

Correct result
21/38
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Self-consistency CoT

Intuition: if multiple different ways of thinking lead to the same answer, one has greater
confidence that the final answer is correct

Paper: https://arxiv.org/pdf/2203.11171 22/38

https://arxiv.org/pdf/2203.11171


Self-consistency CoT Demo

• Prompt: When rolling two dice, what is the probability that you roll a total number 
that is at least 3?

Figure source: https://lmarena.ai/?model=llama-3.1-70b-instruct

(Previous generation cropped)(Previous generation cropped)

Wrong result Correct result

Generated twice with temperature = 0.1, top-𝑝 = 0.7
23/38
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Further Reading on LLM Reasoning

• Least-to-Most Prompting Enables Complex Reasoning in Large Language Models [Zhou
et al., 2022]

• Large Language Models Can Self-Improve [Huang et al., 2022]

• Tree of Thoughts: Deliberate Problem Solving with Large Language Models [Yao et al.,
2023]

• Let’s Verify Step by Step [Lightman et al., 2023]

24/38
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Agenda

• Chain-of-thought Reasoning
• Reasoning Benchmarks
• Question Answering & Hallucination
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Grade School Math (GSM8K)

8.5K high quality grade school math problems created by human problem writers

Paper: https://arxiv.org/pdf/2110.14168 26/38

https://arxiv.org/pdf/2110.14168


MATH

12.5K challenging competition mathematics problems

Paper: https://arxiv.org/pdf/2103.03874 27/38

https://arxiv.org/pdf/2103.03874


AI2 Reasoning Challenge (ARC)

~8K natural science questions on commonsense knowledge/reasoning

Paper: https://arxiv.org/pdf/1803.05457 28/38

https://arxiv.org/pdf/1803.05457


HellaSwag

~10K commonsense natural language inference problems: select the best follow-up

Paper: https://arxiv.org/pdf/1905.07830 29/38

https://arxiv.org/pdf/1905.07830


BIG-Bench Hard (BBH)

23 challenging tasks covering a wide range of reasoning (e.g. arithmetic, logical, spatial…)

Paper: https://arxiv.org/pdf/2210.09261 30/38

https://arxiv.org/pdf/2210.09261


Agenda

• Chain-of-thought Reasoning
• Reasoning Benchmarks
• Question Answering & Hallucination
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Introduction to Question Answering

• Question Answering (QA): build systems that can automatically answer questions 
posed by humans in natural language

• Categorization by application domain: closed-domain vs. open-domain QA

• Closed-domain QA: answer questions within a specific domain 
§ Example: medical, legal, technical fields
§ Models are trained on specialized knowledge to be highly accurate within their domain

• Open-domain QA: answer questions from any domain
§ Typically rely on vast (external) knowledge sources like the web or large text corpora
§ Most LLM applications consider open-domain QA settings
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Introduction to Question Answering

• Question Answering (QA): build systems that can automatically answer questions 
posed by humans in natural language

• Categorization by modeling approach: extractive vs. abstractive QA

• Extractive QA: output a span of text extracted directly from a given context
§ A natural language understanding task (reading comprehension)
§ Example: context: “The human brain contains approximately 86 billion neurons” Q: “How 

many neurons are in the human brain?” A: “86 billion”
§ Can be done with encoder-only LMs (e.g., BERT)

• Abstractive QA: synthesize the answer in its own words (rephrasing/summarizing)
§ Example: context: “Albert Einstein published his theory of special relativity which introduced 

the famous equation E=mc², which relates energy (E) to mass (m) and the speed of light (c)”
Q: “What did Einstein contribute to physics?” A: “Einstein made significant contributions to 
the theory of special relativity which established the relationship between energy and mass”

§ Need to use a generative LM (e.g., GPT)
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Introduction to Question Answering

• Question Answering (QA): build systems that can automatically answer questions 
posed by humans in natural language

• Categorization by access to external source: closed-book vs. open-book QA

• Closed-book QA: answer questions without access to any external information 
§ Accuracy depends heavily on how well the training data covered the relevant information
§ Similar to a human answering a question from memory without looking anything up

• Open-book QA: can access external knowledge source to answer the questions
§ Typically using retrieval from reliable external sources that contain
§ Similar to a human answering a question by looking it up in a book or online resource
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Hallucination

• Hallucination: LM generates information that is factually incorrect, misleading, or 
fabricated, even though it may sound plausible or convincing

• Why does hallucination happen?
§ Limited knowledge: LLMs are trained on finite datasets, which don’t have access to all 

possible information; when asked about topics outside their training data, they may 
generate plausible-sounding but incorrect responses

§ Overgeneralization: LLMs may apply patterns they’ve learned from one context to another 
where they don’t apply, leading to incorrect conclusions

§ Lack of common sense: While LLMs can process and generate human-like text, they often 
lack the ability to apply commonsense reasoning to their outputs

§ …
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Hallucination Examples

• (Limited knowledge) Q: “What were the main features of the iPhone 15 Pro Max?”
LLM (trained before 2023): “The iPhone 15 Pro Max features a revolutionary 
holographic display, quantum computing chip, and telepathic user interface.”

• (Overgeneralization) Q: “How do you form the past tense in Japanese?”
LLM: “In Japanese, you typically add '-ed' to the end of verbs to form the past tense, 
just like in English.” (incorrect)

• (Lack of common sense) Q: “How many tennis balls can fit in a typical smartphone?”
LLM: “Approximately 15-20 tennis balls can fit in a typical smartphone, depending on 
the model and screen size.”
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Concerns About Hallucination

Still a concerning issue in modern LLMs!

Figure source: https://www.pymnts.com/artificial-
intelligence-2/2023/attorneys-face-sanctions-after-
citing-information-hallucinated-by-chatgpt/
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