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Agenda
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● Chain-of-Thought Prompting Elicits Reasoning in Large Language Models 
(Wei et al.)

● Least-to-Most Prompting Enables Complex Reasoning in Large Language 
Models (Zhou et al.)

● Self-Consistency Improves Chain of Thought Reasoning in Language Models 
(Wang et al.) 

● Large Language Models Can Self-Improve (Huang et al.)

https://arxiv.org/abs/2201.11903
https://arxiv.org/abs/2205.10625
https://arxiv.org/abs/2205.10625
https://arxiv.org/abs/2203.11171
https://arxiv.org/abs/2203.11171
https://arxiv.org/abs/2210.11610
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What is Reasoning
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● Definition: Reasoning is the process of applying logic consciously by drawing conclusions from new 
or existing information, with the aim of seeking the truth.

● Context with LLMs: LLMs are trained to generate plausible-sounding text in response to prompts, 
NOT necessarily to mimic human reasoning processes.

One apple is $2.

Two apples are $4.

Hmm… 
apple… $2…

Q: How much are 10 apples?
A: $2!

1. Reason in Wikipedia: https://en.wikipedia.org/wiki/Reason
2. Huang, Jie, and Kevin Chen-Chuan Chang. "Towards reasoning in large language models: 

A survey." arXiv preprint arXiv:2212.10403 (2022).
3. Do Large Language Models (LLMs) reason? | Shaped Blog
4. Can Large Language Models Reason? - by Melanie Mitchell

https://en.wikipedia.org/wiki/Reason
https://www.shaped.ai/blog/do-large-language-models-llms-reason
https://aiguide.substack.com/p/can-large-language-models-reason#:~:text=LLMs%20are%20not%20trained%20to,in%20response%20to%20a%20prompt.


Motivation: Facilitating Reasoning in Language 
Models
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Idea 1: 
Techniques for reasoning can benefit from generating natural language rationales that lead to the 
final answer.

(Ling et al., 2017,Cobbe et al., 2021, Roy and Roth, 2015; Chiang and Chen, 2019; Amini et al., 
2019; Chen et al., 2019)

Idea 2: 
Large language models offer the exciting prospect of in-context few-shot learning via prompting

(Ling et al., 2017,Cobbe et al., 2021, Roy and Roth, 2015; Chiang and Chen, 2019; Amini et al., 
2019; Chen et al., 2019)

We can simply “prompt” the model with a few exemplars of inputs–outputs which demonstrate the task.



Chain-of-Thought
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●  Series of intermediate language reasoning steps that lead to the final output

Triple Prompt Structure: 



Reasoning Tasks Evaluated
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Arithmetic:

CommonSense:

Symbolic:



Scenario 1: Arithmetic Reasoning

8
5 models: GPT3, LaMDA, PaLM, UL2, Codex

8 few-shot exemplars with CoT

Findings:

1. CoT boosts large 
models vs. small 
ones.

2. PaLM 540B with CoT 
leads to several 
SOTA.

3. In most cases, 
generated CoT were 
also logically and 
mathematically 
correct.



In-Depth Analysis of Effectiveness and Robustness 
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CoT excelled because it 
articulated intermediate 
reasoning in natural 
language, essential for 
complex problems, and not 
just due to more 
computation or knowledge 
access.

CoT is robust to 
variations in 
annotator style, as 
different CoT by 
various annotators 
still significantly 
outperformed 
baselines



Scenario 2: Commonsense Reasoning
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5 Datasets:

● CSQA asks commonsense questions about the world involving complex semantics that often require prior 
knowledge.

● StrategyQA involves inferring a multi-hop strategy to answer questions
● Date involves inferring a date from a given context
● Sports Understanding involves determining whether a sentence relating to sports is plausible or implausible
● SayCan involves mapping a natural language irstruction to a sequence of robot actions from a discrete set.



Scenario 3: Symbolic Reasoning

11

2 Tasks:

● Last letter concatenation: “Amy Brown”>“yn”
● Coin flip: “A coin is heads up. Phoebe flips the coin. Osvaldo does 

not flip the coin. ls the coin still heads up?” -> “no”).

2 Test sets:

● In-domain: Examples had the same #steps as few-shot exemplars
● Out-of-domain (OOD): Evaluation examples had more steps than 

those in the exemplars.
○ E.g., for “last letter concatenation” task, the model only sees 

exemplars with 2 words but performing on 3 and 4 words.

PaLM 540B with CoT leads to almost 100% solve rates for “in domain” 
sets and significantly outperformed on OOD sets.



Errors in CoT
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Contributions
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● CoT decomposes multi-step problems 
into intermediate steps.

● CoT provides an interpretable window 
into the behavior of the model.

● CoT can take tasks including math word 
problems, commonsense reasoning, 
and symbolic manipulation.

● CoT is elicited in off-the-shelf LLMs 
without model training or fine-tuning.



Limitations
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● CoT does NOT answer whether the neural network is “actually reasoning,” which is still an open 
question.

● Manual annotation costs could be prohibitive for fine-tuning
● No guarantee of correct reasoning paths - highly depending on prompting
● The emergence of chain-of-thought reasoning only at large model scales

Future Work
● Research language-based approaches to reasoning by broadening the range of reasoning tasks. 
● Explore how to induce reasoning into smaller models
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Motivation for Least-to-Most Prompting
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Chain-of-thought performs poorly 
on tasks that are harder than the 
exemplars shown in the prompts.



Chain-of-Thought Example
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← EXAMPLE

HARDER 
EXAMPLE 
COMMONLY 
RESULTS IN 
FAILURE →



Least-to-Most Prompting Implementation Steps
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Symbolic Manipulation Experiment

● Language Model
○ GPT-3 code-davinci-002

● Prompting:
○ Standard Prompting
○ Chain-of-Thought
○ Least-to Most

● Last Letter Concatenation
○ 500 lists for each length:

■ 4 words
■ 6 words
■ 8 words
■ 10 words
■ 12 words

●  Words
○ Sampled from Wikitionary
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Notated as XGB



Symbolic Manipulation Example: Chain-of-Thought
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Symbolic Manipulation Example: Least-to-Most
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Least-to-most prompting has 100% accuracy for decomposing arbitrary 
long lists into sequential sublists.



Results: Last Letter Concatenation Task
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Compositional Generalization Experiment

● Language Models:
○ code-davinci-001
○ code-davinci-002
○ text-davinci-002

● Prompting:
○ Standard Prompting
○ Chain-of-Thought
○ Least-to-Most

● Example Sources:
○ SCAN
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Notated as XGB



Compositional Generalization
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Results: Compositional Generalization
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Math Reasoning Experiment

● Language Model
○ GPT-3 code-davinci-002

● Prompting:
○ Zero-Shot
○ Standard Prompting
○ Chain-of-Thought
○ Least-to Most

● Examples sources:
○ GSM8K
○ Non-football (DROP)
○ Football (DROP)
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Notated as XGB



Math Reasoning
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Results: Math Reasoning
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Results: Math Reasoning
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Any problem in GSM8K that the Least-to-Most method fails to solve can 
eventually be solved through manual decomposition.



Limitations: Least-to-Most Prompting

● Decomposition prompts do not generalize well across domains.

● Some problems are difficult to decompose.
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Future Steps

● Bidirectional communication with language model
○ Instructing and getting feedback
○ Prompting is unidirectional

■ Does not consider feedback
● Reinforcement Learning from Human Feedback

31
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Motivation for Self-Consistency
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Implementation Steps:
Chain-of-Thought vs. Self-Consistency
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Experiments

● Language Models
○ UL2
○ GPT-3

■ code-davinci-001
■ code-davinci-002

○ LaMDA-137B
○ PaLM-540B

● Arithmetic Reasoning Tasks
○ AddSub
○ MultiArith
○ ASDiv
○ AQUA-RAT
○ GSM8K
○ SVAMP

● Commonsense Reasoning Tasks
○ CommonsenseQA
○ StrategyQA
○ ARC

● Symbolic Reasoning
○ Last letter concatenation
○ Coinflip
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Results: Arithmetic Reasoning
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Results: Commonsense and Symbolic Reasoning
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Results
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Results
Model: PaLM-540B
Tasks: Closed Book Question Answering and Natural 
Language Inference
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Self-Consistency: Robust to…

Sampling Strategies

Model: PALM-540B

Scaling

Model: LaMDA-137B
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Self-Consistency

● Improves Robustness to 
Imperfect Prompts

● Provides Uncertainty Estimate
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Contribution

● Introduces self-consistency as a novel decoding strategy for large 
language models

● Enhances reasoning performance by generating multiple paths and 
selecting the most consistent answer

● Offers an efficient alternative to traditional decoding methods without 
extra training

● Highlights potential for broader application across various reasoning 
tasks and models



Limitation

● Significant increasement of computational costs and time with 
generating multiple reasoning paths, specially for more complex 
problems or larger models

● Self-consistency may not always lead to the correct answer if the 
model's inherent biases or errors are consistently reflected across 
all generated paths, potentially amplifying incorrect reasoning 
patterns.



Future Work

● Optimizing the efficiency of the self-consistency method, possibly by 
reducing the number of required reasoning paths without compromising 
answer accuracy
○ Reducing the number of similar problems
○ Integrating a structured knowledge base 
○ Hyperparameter study

● Can use highly-confident self-consistency predictions to label the dataset 
in a supervised learning model to fine-tune the model.
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LMSI - Language Model Self-Improved
(how a human brain sometimes learns)

 Give a question

Think multiple times to derive 
different possible results

Conclude on how the question 
should be solved

Learn from or memorize its 
own solution



Motivation

● Fundamentally improving the model performances beyond 
few-shot baselines still requires fine tuning on an extensive 
amount of high-quality supervised datasets.

● Make model self-improve its reasoning ability without any 
supervised data.

● The gap between greedy decoding and diverse decoding 
shows there is a potential for further improving the reasoning 
ability, using the self-selected high-confidence reasoning paths 
as training data.



Method Overview
1. Sample multiple 

predictions using 
few-shot CoT as 
prompt;

2. Filter 
“high-confidence” 
predictions using 
majority voting.

3. Finetune the LLM on 
these high-confidence 
predictions.
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What Do We Need?

• Pre-trained Model

• Question-only Dataset 
with few CoT examples



Majority Voting
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Most consistent

Not necessarily correct 
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Generate 
Self-training 
Data 
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Reliability of Self-generated Answer

 



Prevent Overfitting
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Training with 4 
mixed format 



Question & Prompt Generation

Question:

● Randomly select several existing 
questions as input prompt;

● Let the language model generate 
consecutive sequences as new 
questions.
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Prompt:

● Start the answer with “A: Let’s 
think step by step.” ;

● Let the language model generate 
the consecutive reasoning paths. 

● Use those generated reasoning 
paths as examples for few-shot 
CoT prompting. 
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Flow Chart

 Pre-trained Model
M

m reasoning paths and answers
&

Answers for each question 

Multiple path decoding

Majority voting
(self-consistency) 

Keep the paths leading to most 
consistent, highest confidence answer

Select answer

Augment and finetune

apply mixed formats of prompts and answers
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Dataset

Arithmetic reasoning

Commonsense reasoning

Natural Language Inference

GSM8K 
DROP

(football related or not)
OpenBookQA

ARC-c
ANLI-A2

ANLI-A3

Model: An autoregressive Transformer-based language 
model with 540 billion parameters

Practical Experiment

Other Parameters
Fine-tuning Steps 10k

Learning Rate 5e-5

Batch Size 32

T(pre-trained model) 0.7

T (after LMSI) 1.2

Max Decoded Steps 256



Main Result
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Generalization Ability

59



CoT vs Direct Answer
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Training Set Question Is Better
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State-of-the-art (GMS8K)
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Distillation to Smaller Models
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Hyperparameter
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Contribution
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• Demonstrate that a large 
language model can 
self-improve by taking 
datasets without ground 
truth outputs, by 
leveraging CoT reasoning 
and self-consistency.

• Achieve 
competitive 
in-domain 
multi-task 
performances as 
well as 
out-of-domain 
generalization

• Achieve 
state-of-the-art level 
results on ARC, 
OpenBookQA, and 
ANLI datasets.



Limitation
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• Potential biases in the self-generated dataset

• Quality of the generated rationales depending on the model's initial 
performance and calibration.

• The amount of training samples generated by LMSI is affected by the 
amount of training questions or CoT examples 



Future Work
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• Combine large-scale generated data from LMSI and existing 
supervised data to improve the performance of LLMs

• Include human annotations to intervene and prevent error 
propagation



General Future Step
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• Developing advanced prompting strategies that autonomously simplify complex tasks.

• Integrating external knowledge sources for improved reasoning and context 
understanding.

• Scaling these methods to a broader range of reasoning tasks and real-world 
applications.

○  Visual Question Answering (VQA)
○ Interactive Educational Content Creation

• Enhancing generalization capabilities to enable models to handle unseen problem 
types effectively.

○ Cross-lingual Transfer Learning
○ Generalization in Reinforcement Learning



Thanks for Listening

Any Question?


