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What is Reasoning

® Definition: Reasoning is the process of applying logic consciously by drawing conclusions from new
or existing information, with the aim of seeking the truth.

® Context with LLMs: LLMs are trained to generate plausible-sounding text in response to prompts,
NOT necessarily to mimic human reasoning processes.

J
' One apple is $2.
J J
' . Two apples are $4. Q: How much are 10 apples?
A: $2!

1. Reason in Wikipedia: https://en.wikipedia.org/wiki/Reason
Huang, Jie, and Kevin Chen-Chuan Chang. "Towards reasoning in large language models:

iii UNIVERSITYo VIRGINIA Do Large Language Hocel LLMs) reason’ | Shaper Bog

Can Large Language Models Reason? - by Melanie Mitchell

o


https://en.wikipedia.org/wiki/Reason
https://www.shaped.ai/blog/do-large-language-models-llms-reason
https://aiguide.substack.com/p/can-large-language-models-reason#:~:text=LLMs%20are%20not%20trained%20to,in%20response%20to%20a%20prompt.

Motivation: Facilitating Reasoning in Language
Models
|dea 1:

Techniques for reasoning can benefit from generating natural language rationales that lead to the
final answer.

(Ling et al., 2017,Cobbe et al., 2021, Roy and Roth, 2015; Chiang and Chen, 2019; Amini et al.,
2019; Chen et al., 2019)

|ldea 2:
Large language models offer the exciting prospect of in-context few-shot learning via prompting

(Ling et al., 2017,Cobbe et al., 2021, Roy and Roth, 2015; Chiang and Chen, 2019; Amini et al.,
2019; Chen et al., 2019)

We can simply “prompt” the model with a few exemplars of inputs—outputs which demonstrate the task.
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Chain-of-Thought

Series of intermediate language reasoning steps that lead to the final output

Triple Prompt Structure: (input, chain of thought, output)

L]

Standard Prompting Chain-of-Thought Prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now? tennis balls does he have now?

A: The answer is 11.

i aNS ] e I
l. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
kdo they have? / make lunch and bought 6 more, how many apples
\do they have? J
A: The answer is 27. x ) A
The

\answer is9.

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.
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Reasoning Tasks Evaluated

Arithmetic

CoT (Wei et al., 2022b), Self-C (Wang et al., 2022¢), Least-to-Most (Zhou et al., 2023), ZeroCoT (Kojima et al., 2022), Auto-CoT
(Zhang et al., 2023b), LMSI (Huang et al., 2022), PAL (Gao et al., 2022), PoT (Chen et al., 2022b), Fine-tune-CoT (Ho et al., 2022)

Commc

Il

Taxonomy

CoT (Wei et al., 2022b), GenKnow (Liu et al., 2022c), Self-C (Wang et al., 2022e), Calibrator (Ye and Durrett, 2022), ZeroCoT (Kojima et al., 2022),
Auto-CoT (Zhang et al., 2023b), COCOGEN (Madaan et al., 2022), LMSI (Huang et al., 2022), PINTO (Wang et al., 2023), RR (He et al., 2023)

of Tasks
@385

!

Logical Faithful (Creswell and Shanahan, 2022), LMLP (Zhang et al., 2022), Self-V (Weng et al., 2022), LAMBADA (Kazemi et al., 2022)

!

Symbolic CoT (Wei et al., 2022b), Self-C (Wang et al., 2022¢), Least-to-Most (Zhou et al., 2023), ZeroCoT (Kojima et al., 2022), PAL (Gao et al., 2022)

J

Multimodal MarT (Zhang et al., 2023a), Multimodal-CoT (Zhang et al., 2023c), KOSMOS-1 (Huang et al., 2023), Visual-ChatGPT (Wu et al., 2023)

) ) S \SE——" \S—y

Q: How many keystrokes are needed
to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:

Q: Roger has 5 tennis balls. He buys
2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

Arithmetic: Symbolic:

A:
The answer is 11.

answer is (b).

Q: Yes or no: Would a pear sink in
water?

A:
So the

answer is no.

CommonSense;

Q: Take the last letters of the words
in “Lady Gaga” and concatenate
them.

Q: Acoin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

answer is ya.

S te

Q: The concert was scheduled to be
on 06/01/1943, but was delayed by
one day to today. What is the date 10
days ago in MM/DD/YYYY?

A:

So the answer is 05/23/1943.

Q: Is the following sentence
plausible? "Joao Moutinho caught the
screen pass in the NFC
championship."

-
So the

answer is no.

il UNIVERSITY/VIRGINIA



Scenario 1: Arithmetic Reasoning

W7

Table 20: Few-shot exemplars for full chain of thought prompt for math word problems. This set of
exemplars was used for all math word problem datasets except AQuA.

PROMPT FOR MATH WORD PROBLEMS
Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done, there
will be 21 trees. How many trees did the grove workers plant today?

A: There are 15 trees originally. Then there were 21 trees after some more were planted. So there must have
been 21 - 15 = 6. The answer is 6.

Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?

A: There are originally 3 cars. 2 more cars arrive. 3 +2 = 5. The answer is 5.

Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in total?
A: Originally, Leah had 32 chocolates. Her sister had 42. So in total they had 32 + 42 = 74. After eating 35, they
had 74 - 35 = 39. The answer is 39.

Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did
Jason give to Denny?

A: Jason started with 20 lollipops. Then he had 12 after giving some to Denny. So he gave Denny 20 - 12 = 8.

The answer is 8.

Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does he
have now?

A: Shawn started with 5 toys. If he got 2 toys each from his mom and dad, then that is 4 more toys. 5 + 4 =9.

The answer is 9.

Q: There were nine computers in the server room. Five more computers were installed each day, from monday
to thursday. How many computers are now in the server room?

A: There were originally 9 computers. For each of 4 days, 5 more computers were added. So 5 * 4 = 20
computers were added. 9 + 20 is 29. The answer is 29.

Q: Michael had 58 golf balls. On tuesday, he lost 23 golf balls. On wednesday, he lost 2 more. How many golf
balls did he have at the end of wednesday?

A: Michael started with 58 golf balls. After losing 23 on tuesday, he had 58 - 23 = 35. After losing 2 more, he
had 35 - 2 = 33 golf balls. The answer is 33.

Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?

A: Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 x 3 = 15 dollars. So she has 23 - 15 dollars left. 23
- 151is 8. The answer is 8.
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8 few-shot exemplars with CoT

GSM8K

solve rate (%)

SVAMP

=)
o O

[\
(=)

—— Standard prompting
—©— Chain-of-thought prompting
- = = Prior supervised best

LaMDA

GPT PaLM

04 8 137 04 7 175 8 62 540

Model scale (# parameters in billions)

Findings:

1. CoT boosts large
models vs. small
ones.

2. PalLM 540B with CoT
leads to several
SOTA.

3. In most cases,
generated CoT were
also logically and
mathematically
correct.

5 models: GPT3, LaMDA, PalLM, UL2, Codex



In-Depth Analysis of Effectiveness and Robustness

GSMSK solve rate (%)

[ standard prompting
Equation only

Variable compute only
Reasoning after answer

B Chain-of-thought prompting

60

40

20

Figure 5: Ablation study for dif-
ferent variations of prompting us-
ing LaMDA 137B and PalLM 540B.

=N

CoT excelled because it
articulated intermediate
reasoning in natural
language, essential for
complex problems, and not
just due to more
computation or knowledge
access.

it UNIVERSITYsf VIRGINIA

O Standard prompting

B Chain-of-thought prompting

- different annotator (B)

- different annotator (C)

- intentionally concise style

- exemplars from GSM8K ()
- exemplars from GSM8K (5)
- exemplars from GSMS8K ()

60 -

[\&}
(e}
T

—_
ot
T

40

—_
o

20

Solve rate (%)

(@31

GSM8K MAWPS
Figure 6: Chain-of-thought prompting
has variance for different prompt exam-
ples (as expected) but outperforms stan-
dard prompting for various annotators as
well as for different exemplars.

CoT is robust to
variations in
annotator style, as
different CoT by
various annotators
still significantly
outperformed
baselines



Scenario 2: Commonsense Reasoning

CSQA StrategyQA Date SayCan

100 80 | 100 100 |
T80 60 N R0 —e— Standard prompting
g —6— Chain of thought
& 60 40 60 . :
o 60 - = = Prior supervised best
g 40 20 40 = = = Human

20 0L 40 20 L

8 62 540 8 62540 8 62540 8 62540 8 62540
Model scale (# parameters in billions)

Figure 7: Chain-of-thought prompting also improves the commonsense reasoning abilities of
language models. The language model shown here is PaLM. Prior best numbers are from the
leaderboards of CSQA (Talmor et al., 2019) and StrategyQA (Geva et al., 2021) (single-model only,

5 Datasets:

e CSQA asks commonsense questions about the world involving complex semantics that often require prior
knowledge.

StrategyQA involves inferring a multi-hop strategy to answer questions

Date involves inferring a date from a given context

Sports Understanding involves determining whether a sentence relating to sports is plausible or implausible
SayCan involves mapping a natural language irstruction to a sequence of robot actions from a discrete set.

)
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—e— Standard prompting
—6— Chain-of-thought prompting

Letter Concat: 2 Letter Concat: 4

(in domain) (OOD)
100 |-
®75
8
250
2
525
Coin Flip: 2 Coin Flip: 4
(in domain) (O0OD)

o
o

/"

8 62 540 8

(=]
o

Solve rate (%),
(0]
o

A
S

62 540
Model scale (# parameters in billions)

Figure 8: Using chain-of-thought
prompting facilitates generalization to

longer sequences in two symbolic rea-
soning tasks.

Scenario 3: Symbolic Reasoning

2 Tasks:

e Last letter concatenation: “Amy Brown”>"yn”

e Coin flip: “A coin is heads up. Phoebe flips the coin. Osvaldo does
not flip the coin. Is the coin still heads up?” -> “no”).
2 Test sets:
e In-domain: Examples had the same #steps as few-shot exemplars
[ J

Out-of-domain (OOD): Evaluation examples had more steps than
those in the exemplars.

o E.qg., for “last letter concatenation” task, the model only sees

exemplars with 2 words but performing on 3 and 4 words.

PaLM 540B with CoT leads to almost 100% solve rates for “in domain”
sets and significantly outperformed on OOD sets.

il UNIVERSITY/VIRGINIA
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Errors in CoT

Table 10: Example of incorrect chains of thought, categorized as described in Appendix D.2.

QUESTION: Dan plants 3 rose bushes. Each rose bush has 25 roses. Each rose has 8 thorns. How many thorns
are there total?

MODEL ANSWER (INCORRECT; CALCULATOR ERROR ONLY): Dan plants 3 rose bushes. Each rose bush
has 25 roses. Each rose has 8 thorns. So 3 x 25 x 8 = 300. The answer is 300. X

EXPLANATION FOR ERROR CATEGORY: The produced chain of thought could be made correct just by
running the equation through an external calculator, instead of asking the model to do the computation.

QUESTION: Jill gets paid $20 per hour to teach and $30 to be a cheerleading coach. If she works 50 weeks a
year, 35 hours a week as a teacher and 15 hours a week as a coach, what’s her annual salary?

MODEL ANSWER (INCORRECT; SYMBOL MAPPING ERROR): Jill gets paid 20 dollars per hour to teach
and 30 dollars per hour to be a cheerleading coach. If she works 50 weeks a year, 35 hours a week as a teacher
and 15 hours a week as a coach, then she works 50 x 35 = 1750 hours as a teacher and 15 x 30 = 450 hours as a
coach. So she works 1750 + 450 = 2200 hours. She gets paid 20 dollars per hour for 1750 hours and 30 dollars
per hour for 450 hours. So her annual salary is 20 x 1750 + 30 x 450 = $36,500. The answer is $36,500. X

EXPLANATION FOR ERROR CATEGORY: The model incorrectly mapped “15 x 30” instead of “15 x 50”, and
the chain of thought would be made correct by fixing just that one change (with an external calculator).

QUESTION: Kelian has two recipes for preparing dishes, one having 20 instructions and the second one having
twice as many instructions as the first one. How many instructions does Kelian have to read to prepare the two
dishes?

MODEL ANSWER (INCORRECT; ONE STEP MISSING ERROR): Kelian has two recipes. One has 20 instruc-
tions. The other has twice as many instructions as the first one. So the second one has 40 instructions. So Kelian
has to read 40 instructions to prepare the two dishes. The answer is 40. X

EXPLANATION FOR ERROR CATEGORY: The model answer could be made correct just adding one additional
step (in this case, adding 20 and 40).

Table 11: Example of incorrect chains of thought, categorized as described in Appendix D.2. These
chains of thought had multiple mistakes that could not be fixed with minor edits.

QUESTION: Gretchen has 110 coins. There are 30 more gold coins than silver coins. How many gold coins
does Gretchen have?

MODEL ANSWER (INCORRECT; SEMANTIC UNDERSTANDING ERROR): Gretchen has 110 coins. There
are 30 more gold coins than silver coins. So there are 110 - 30 = 80 silver coins. So there are 80 silver coins and
110 - 80 = 30 gold coins. The answer is 30. X

EXPLANATION FOR ERROR CATEGORY: The model does not understand that 110 coins are in total and that
it must solve an equation to get the number of gold and silver coins.

QUESTION: In a dance class of 20 students, 20% enrolled in contemporary dance, 25% of the remaining
enrolled in jazz dance, and the rest enrolled in hip-hop dance. What percentage of the entire students enrolled in
hip-hop dance?

MODEL ANSWER (INCORRECT; INCOHERENT CHAIN OF THOUGHT ERROR): 20% of the students en-
rolled in contemporary dance. 25% of the remaining students enrolled in jazz dance. The rest enrolled in hip-hop
dance. So the percentage of the entire students enrolled in hip-hop dance is the percentage of the students
enrolled in hip-hop dance, minus the percentage of the students enrolled in contemporary dance, minus the
percentage of the students enrolled in jazz dance. So the percentage of the entire students enrolled in hip-hop
dance is (25 + 20) - (25 + 20) = 100%. The answer is 100%. X

EXPLANATION FOR ERROR CATEGORY: This chain of thought is incoherent in that the percent of entire
students enrolled in hip-hope dance cannot be the percent of student enrolled in hip-hop dance minus another
term.

i UNIVERSITYs VIRGINIA
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ContrlbUtlonS Finetuned GPT-3 175B
Prior best
[J PaLM 540B: standard prompting

e CoT decomposes multi-step problems B PalLM 540B: chain-of-thought prompting
into intermediate steps. 100
: : : < 80|
e CoT provides an interpretable window % 60 . -
. . = B
into the behavior of the model. s 40| 33
e CoT can take tasks including math word S 90 18

problems, commonsense reasoning, 0
. . . Math Word Problems (GSMS8K)
and symbolic manipulation.

e CoT is elicited in off-the-shelf LLMs Figure 2:  PaLM 540B uses chain-of-
thought prompting to achieve new state-
without model training or fine-tuning. of-the-art performance on the GSM8K

benchmark of math word problems.
Finetuned GPT-3 and prior best are from
Cobbe et al. (2021).
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Limitations

e CoT does NOT answer whether the neural network is “actually reasoning,” which is still an open
question.

e Manual annotation costs could be prohibitive for fine-tuning
e No guarantee of correct reasoning paths - highly depending on prompting
e The emergence of chain-of-thought reasoning only at large model scales

Future Work

e Research language-based approaches to reasoning by broadening the range of reasoning tasks.
e Explore how to induce reasoning into smaller models

il UNIVERSITY/VIRGINIA
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Paper 2

LEAST-TO-MOST PROMPTING ENABLES COMPLEX
REASONING IN LARGE LANGUAGE MODELS

Denny Zhou'* Nathanael Schiirli' Le Hou' Jason Wei' Nathan Scales’ Xuezhi Wang'
Dale Schuurmans’  Claire Cui’  Olivier Bousquet’ Quoc Le'! Ed Chi'
'Google Research, Brain Team



Motivation for Least-to-Most Prompting

Chain-of-thought performs poorly
on tasks that are harder than the
exemplars shown in the prompts.

ik UNIVERSITYsf VIRGINIA
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Chain-of-Thought Example

7.2.4 CHAIN-OF-THOUGHT PROMPTING, 2-SHOT, SAME EXAMPLES AS FOR LEAST-TO-MOST

Q: “think, machine”

A: The last letter of “think™ is “k". The last letter of “machine” is “e". Concatenating “k”, “e” leads to

“ke”. So, “think, machine” outputs “ke”.

Q: “think, machine, learning” A: The last letter of “think” is “k”. The last letter of “machine” is
“e”". The last letter of “learning” is “g”. Concatenating “k”, “e”, “g" leads to “keg”. So, “think, machine,

learning” outputs “keg”.

— EXAMPLE

HARDER
EXAMPLE
COMMONLY
RESULTS IN
FAILURE —

=N

“drawing, changes, purified, basic, others, send, chimney, vice”

Golden:
“gsdcsdye”

Solution:

Q: “drawing, changes, purified, basic, others, send, chimney, vice”

A: The last letter of “drawing” is “g". The last letter of “changes” is “s”. The last letter of “purified” is
“d". The last letter of “basic” is “c”. The last letter of “others” is “s”. The last letter of “send” is “d".
The last letter of “chimney” is “y". The last letter of “vice” is “e”. Concatenating “g", “s", “d", “c”, “s”,
“d”, “y", “e” leads to “gsdcsyde”. So, “drawing, changes, purified, basic, others, send, chimney, vice”

outputs “gsdcsyde”.

i UNIVERSITYs VIRGINIA
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Least-to-Most Prompting Implementation Steps

L]

Stage 1: Decompose Question into Subquestions

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

Stage 2: Sequentially Solve Subquestions

[It takes Amy 4 minutes to climb to the top of a\

slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Subquestion 1 ——\Q: How long does each trip take? a1

ﬂ takes Amy 4 minutes to climb to the top °N
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

Append model Q: How long does each trip take?

anewerto A B A: It takes Amy 4 minutes to climb anqji
Subquestion 1 minute to slide down. 4 + 1 = 5, So each trip
takes 5 minutes.

Q: How many times can she slide before it

Subquestion 2 —
\ Soest J

Language
Model

Language
Model

Language
Model

A: To solve “How many times
can she slide before it
closes?", we need to first
solve: "How long does each
trip take?"

A: It takes Amy 4 minutes to
climb and 1 minute to slide
down. 4 + 1 = 5. So each trip
takes 5 minutes.

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it
closes.

UNIVERSITYs VIRGINIA
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Symbolic Manipulation Experiment

e Language Model e [ast Letter Concatenation

o GPT-3 code-davinci-002 o 500 lists for each length:
e Prompting: m 4 words

o Standard Prompting m 6 words

o Chain-of-Thought m 38 words

o Least-to Most m 10 words

m 12 words
e \Words

o Sampled from Wikitionary

Notated as XGB

il UNIVERSITY/VIRGINIA
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Symbolic Manipulation Example: Chain-of-Thought

Q: “think, machine”
A: The last letter of “think™ is “k”. The last letter of “machine” is “e”. Concatenating “k”, “e” leads
to “ke”. So, “think, machine” outputs “ke”.

Q: ““think, machine, learning”
A: The last letter of “think™ is k™. The last letter of “machine” is “e”. The last letter of “learning”

"

is “g”. Concatenating “k”, “e”, “g” leads to “keg”. So, “think, machine, learning™ outputs “keg”.

it UNIVERSITYs VIRGINIA
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Symbolic Manipulation Example: Least-to-Most

Q: “think, machine, learning”
Decom pOSe A: “think”, “think, machine”, “think, machine, learning”

¥

Q: “think, machine, learning”

leads to “keg”. So, “think, machine, learning” outputs “keg”.

A: “think, machine™ outputs “ke”. The last letter of “learning” is “g”. Concatenating “ke”

Least-to-most prompting has 100% accuracy for decomposing arbitrary
long lists into sequential sublists.

il UNIVERSITY/VIRGINIA
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Results: Last Letter Concatenation Task

L=4 L=6 L=8 L=10 L=12

Standard prompting [ 0.0 0.0 0.0 0.0 0.0

Chain-of-Thought | 842 692  50.2 39.8 31.8

Least-to-Most 940 884  83.0 76.4 74.0

il UNIVERSITY/VIRGINIA
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Compositional Generalization Experiment

e Language Models: e Example Sources:
o code-davinci-001 o SCAN
o code-davinci-002
o text-davinci-002
e Prompting:
o Standard Prompting
o Chain-of-Thought
o Least-to-Most

il UNIVERSITY/VIRGINIA

Notated as XGB

23



Compositional Generalization

Command Q: “look opposite right thrice after walk”
Decomposition

A: “look opposite right thrice” can be solved by: “look opposite right”, “look opposite right thrice”.
“walk” can be solved by “walk”. So, “look opposite right thrice after walk” can be solved by: “look

(LeaSt-tO-MOSt) opposite right”, “look opposite right thrice”, “walk”.

£
il

Q: “walk after run”

A: The output of “walk after run” concatenates: the output of “run”, the output of “walk”. “run” outputs
“RUN". “walk” outputs “WALK". So concatenating the output of “run” and the output of “walk” leads to
“RUN" + “WALK". So the output of “walk after run” is “RUN" + “WALK".

UNIVERSITYs VIRGINIA 2



Results: Compositional Generalization

Method Standard prompting Chain-of-Thought Least-to-Most
code—-davinci-002 16.7 16.2 99.7
text-davinci-002 6.0 0.0 76.0
code—-davinci-001 0.4 0.0 60.7

=N
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Math Reasoning Experiment

e Language Model

o GPT-3 code-davinci-002
e Prompting:

o Zero-Shot

o Standard Prompting

o Chain-of-Thought

o Least-to Most

il UNIVERSITY/VIRGINIA

Examples sources:
o GSM8K
o Non-football (DROP)
o Football (DROP)

Notated as XGB
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Math Reasoning

h - f Q: Elsa has 5 apples. Anna has 2 more apples than Elsa. How many apples do they have together?
a I n -O = A: Anna has 2 more apples than Elsa. So Anna has 2 + 5 = 7 apples. So Elsa and Anna have 5 + 7
= 12 apples together.

Thought [

Q: Elsa has 5 apples. Anna has 2 more apples than Elsa. How many apples do they have together?
A: Let’s break down this problem: 1. How many apples does Anna have? 2. How many apples do
they have together?

1. Anna has 2 more apples than Elsa. So Anna has 2 + 5 =7 apples.
2. Elsa and Anna have 5 + 7 = 12 apples together.

The answer is: 12.

ii UNIVERSITYs VIRGINIA



Results: Math Reasoning

Method Non-football (DROP) Football (DROP) GSMSK
Zero-Shot 43.86 51.77 16.38
Standard prompting 58.78 62.73 17.06
Chain-of-Thought 74.77 59.56 60.87
Least-to-Most 82.45 73.42 62.39

ii UNIVERSITYs VIRGINIA
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Results: Math Reasoning

Accuracy by Steps (GSMS8K) | All 2 Steps 3 Steps 4steps = 5 steps

Least-to-Most 62.39 7453 68.91 59.73 45.23
Chain-of-Thought 60.87 76.68 67.29 59.39 39.07

Any problem in GSM8K that the Least-to-Most method fails to solve can
eventually be solved through manual decomposition.

=)

i UNIVERSITYs VIRGINIA



Limitations: Least-to-Most Prompting

I—b

Decomposition prompts do not generalize well across domains.

Some problems are difficult to decompose.

A: To answer the question "On his way to Constantinople, how many cities did Polin laid waste to?”,

we need to know: "How many cities did Polin laid waste to on his way to Constantinople?”.

it UNIVERSITYs VIRGINIA
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Future Steps

e Bidirectional communication with language model
o Instructing and getting feedback
o Prompting is unidirectional
m Does not consider feedback
e Reinforcement Learning from Human Feedback

il UNIVERSITY/VIRGINIA
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Paper 3

SELF-CONSISTENCY IMPROVES CHAIN OF THOUGHT
REASONING IN LANGUAGE MODELS

Xuezhi Wang'®  Jason Wei'! Dale Schuurmans’ Quoc Le! Ed H. Chi'
Sharan Narang’' Aakanksha Chowdhery! Denny Zhou'$

TGoogle Research, Brain Team

txue zhiwl@google.com, §dermyzhou@google . com



Motivation for Self-Consistency

Self-
Consistency

|
| | |

Avoid Avoid local Boost
repetitiveness optimality performance

iiii UNIVERSITY./ VIRGINIA
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Implementation Steps:
Chain-of-Thought vs. Self-Consistency

Greedy decode

Chain-of-thought Language

prompting

Self-consistency

ﬂ)z If there are 3 cars in the parking \
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 +2 =5 cars. The answer is 5.

Q: Janet’s ducks lay 16 eggs per day.
She eats three for breakfast every
morning and bakes muffins for her
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

\ A

model

Language
model

total she sells 7 * $2 = $14 per day.
The answer is $14.

This means she uses 3 + 4 = 7 eggs every day.
She sells the remainder for $2 per egg, soin
The answer is $14. ]

Sample a diverse set of
reasoning paths

She has 16 - 3 - 4 = 9 eggs
left. So she makes $2* 9 =
$18 per day. i

| The answer is $18.

Marginalize out reasoning paths

to aggregate final answers

/

i
This means she she sells the

= $26 per day.
[ |

remainder for $2 * (16 - 4 - 3): The answer is $26.

~

S/

She eats 3 for breakfast, so |
she has 16 - 3 = 13 left. Then |

has 13 - 4 = 9 eggs left. So
she has 9eggs * $2=$18. |

she bakes muffins, so she | The answer is $18.

B

J

il UNIVERSITY/VIRGINIA
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Experiments

e Language Models e Arithmetic Reasoning Tasks
o AddSub
o ULz o MultiArith
o GPT-3 o ASDiv
m code-davinci-001 o  AQUA-RAT
m code-davinci-002 Z (83\?,2/:\%
o LaMDA-137B e Commonsense Reasoning Tasks
o PalLM-540B o CommonsenseQA
o StrategyQA
o ARC

e Symbolic Reasoning

(@)
@)

il UNIVERSITY/VIRGINIA

Last letter concatenation
Coinflip
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Results: Arithmetic Reasoning

Method AddSub  MultiArith ASDiv AQuA SVAMP  GSMSK
Previous SoTA  94.9° 60.5° 75:3° 37.9¢ 57.4° 35¢ / 559
UL2-20B CoT-prompting 18.2 10.7 16.9 23.6 12.6 4.1
Self-consistency 24.8 (+6.6) 15.0(+4.3) 21.5(+46) 269 (+33) 194 (+68) 7.3 (+3.2)
CoT-prompting 52.9 51.8 49.0 17.7 38.9 17.1
HaMDas1eIB Self-consistency 63.5 (+10.6) 75.7 (+23.9) 58.2 (+9.2) 26.8 (+9.1) 53.3 (+14.4) 27.7 (+10.6)
Pal.M-540B CoT-prompting 91.9 94.7 74.0 35.8 79.0 56.5
Self-consistency 93.7 (+1.8) 99.3 (+46) 81.9 (+79) 48.3 (+125) 86.6 (+7.6) 74.4 (+17.9)
GPT-3 CoT-prompting 57.2 59.5 52.7 18.9 39.8 14.6
Code-davinci-001  Self-consistency 67.8 (+10.6) 82.7 (+23.2) 61.9 (+9.2) 25.6 (+6.7) 54.5 (+14.7) 23.4 (+8.8)
GPT-3 CoT-prompting 89.4 96.2 80.1 39.8 75.8 60.1
Code-davinci-002  Self-consistency 91.6 (+2.2) 100.0 (+3.8) 87.8 (+7.6) 52.0 (+12.2) 86.8 (+11.0) 78.0 (+17.9)
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Results: Commonsense and Symbolic Reasoning

Method CSQA StrategyQA ARC-e ARC-c Letter (4) Coinflip (4)
Previous SoTA  91.2° 73.9" 86.4° 75.0° N/A N/A
UL2-20B CoT-prompting 51.4 93.3 61.6 429 0.0 50.4
Self-consistency 55.7 (+4.3) 54.9 (+16) 69.8 (+8.2) 49.5 (+6.8) 0.0 (+0.0) 50.5 (+0.1)
CoT-prompting 57.9 65.4 75.3 55.1 8.2 72.4
RAVRICL T Self-consistency 63.1 (+5.2) 67.8 (+24) 79.3 (+4.0) 59.8 (+4.7) 8.2 (+0.0) 73.5 (+L.1)
Pal.M-540B CoT-prompting 79.0 9.3 95.3 85.2 65.8 88.2
Self-consistency 80.7 (+1.7) 81.6 (+6.3) 96.4 (+1.1) 88.7 (+35) 70.8 (+5.00 91.2 (+3.0)
GPT-3 CoT-prompting 46.6 56.7 63.1 43.1 7.8 71.4
Code-davinci-001 ~ Self-consistency 54.9 (+83) 61.7 (+5.00  72.1 (+9.0) 53.7 (+10.6) 10.0 (+2.2) 75.9 (+4.5)
GPT-3 CoT-prompting 79.0 73.4 94.0 83.6 70.4 99.0
Code-davinci-002  Self-consistency 81.5 (+25) 79.8 (+6.4)  96.0 +2.0) 87.5(+39) 73.4 (+3.0) 99.5 (+0.5)
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Results

=75
<70
65
® 60

o055

£ 50

MultiArith

. &

0 5 10 15 20 25 30 35 40
#Sampled Reasoning Paths

SVAMP

4 ®

0 5 10 15 20 25 30 35 40
#Sampled Reasoning Paths

62
60
58
56

Commonsense QA

0 5 10 15 20 25 30 35 40
#Sampled Reasoning Paths

60
58
56
54
52
50

0

ARC (Challenge)

—&— Greedy Decode (Single-path)
—4— Self Consistency (Multi-path)

5 10 15 20 25 30 35 40
#Sampled Reasoning Paths
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Results

Model: PaLM-540B

Tasks: Closed Book Question Answering and Natural
Language Inference

ANLIRI/R2/R3 e-SNLI RTE BoolQ HotpotQA (EM/F1)

Standard-prompting (no-rationale) 69.1/55.8/55.8 858 848 713 27.1736.8
CoT-prompting (Wei et al., 2022) 68.8 /58.9/60.6 81.0 79.1 74.2 28.9/39.8
Self-consistency 78.5/64.5/63.4 884 863 784 33.8/44.6

Table 5: Compare Standard/CoT prompting with self-consistency on common NLP tasks.

=)

ik UNIVERSITYsf VIRGINIA
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24 GSM8K MultiArith 55 ARC (Challenge)
Y 380 3
e ;S =75 x50
> >70 >45
V18 v Q
016 o 95 © a0 : :
5 5 60 @ o S —fe- Self Consistency (Multi-path)
8 14 ® ® 8 55 3 35 -~ Sample & Rank (Multi-path)
<12 << 50 < 3p -@- Greedy Decode (Single-path)
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
#Sampled Reasoning Paths #Sampled Reasoning Paths #Sampled Reasoning Paths
Beam size / Self-consistency paths 1 5 10 20 40
Beam search decoding (top beam) 23.6 19.3 16.1 15.0 10.2
AQuA Self-consistency using beam search ~ 23.6 198 £03 21.2+£07 246 +04 242 105
Self-consistency using sampling 19.7 £25 249 +26 253 £18 26.7 £ 1.0 26.9 + 05
Beam search decoding (top beam) 10.7 12.0 11.3 11.0 10.5
MultiArith Self-consistency using beam search 10.7 11.8 £00 11.4+01 123 +01 10.8 £0.
Self-consistency using sampling 95+12 113+12 123108 13.71+09 14.7 103

GSM8K  MultiArith  SVAMP ARC-e ARC-c
CoT (Wei et al., 2022) 17.1 518 38.9 75.3 55.1
Ensemble (3 sets of prompts) 186 05 57.1+t07 421+06 76.6+01 57.0+02
Ensemble (40 prompt permutations)  19.2 +01 609 +02 427 +01 769 +0a1 57.0 +0.1
Self-Consistency (40 sampled paths) 27.7 £02 757 +03 533+02 793+03 598 +o02

il UNIVERSITY/VIRGINIA
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Self-Consistency:

Sampling Strategies
Model: PALM-540B

Robust to...

Scaling

Model: LaMDA-137B

A383ER,

0 5 10 15 20 25 30 35 40 ~*
#Sampled Reasoning Paths

T=0.7, k=40
T=0.5, k=40
T=0.3, k=40
T=0.7, k=20
T=0.7, notop k
p=0.95

p=0.9

Greedy Decode

il UNIVERSITY/VIRGINIA

~25 =8 Self Consistency

9}, 20 ~m— Greedy Decode
>

@ 15
5
310

o
€ D

1 2 5 10 20 50 100200
Model size (#param in billions)
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Self-Consistency

e Improves Robustness to
Imperfect Prompts

Prompt with correct chain-of-thought 17.1

Prompt with imperfect chain-of-thought 14.9

BMDA-1I78 + Self-consistency (40 paths) 234
Prompt with equations 5.0

+ Self-consistency (40 paths) 6.5

Zero-shot CoT (Kojima et al., 2022) 43.0

e S + Self-consistency (40 paths) 69.2

L]

ik UNIVERSITYsf VIRGINIA

e Provides Uncertainty Estimate
100 © o2 e
—_ e ®
X 80 * o *
© L
§ 3 (g ~: “
5 40 B
v v °
O 20
< ’o
0
20 40 60 80 100
Consistency (%)
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Contribution

e Introduces self-consistency as a novel decoding strategy for large
language models

e Enhances reasoning performance by generating multiple paths and
selecting the most consistent answer

e Offers an efficient alternative to traditional decoding methods without
extra training

e Highlights potential for broader application across various reasoning
tasks and models

il UNIVERSITY/VIRGINIA



Limitation

e Significant increasement of computational costs and time with
generating multiple reasoning paths, specially for more complex
problems or larger models

e Self-consistency may not always lead to the correct answer if the
model's inherent biases or errors are consistently reflected across
all generated paths, potentially amplifying incorrect reasoning
patterns.

il UNIVERSITY/VIRGINIA



Future Work

e Optimizing the efficiency of the self-consistency method, possibly by
reducing the number of required reasoning paths without compromising
answer accuracy

o Reducing the number of similar problems
o Integrating a structured knowledge base
o Hyperparameter study

e Can use highly-confident self-consistency predictions to label the dataset
in a supervised learning model to fine-tune the model.

il UNIVERSITY/VIRGINIA



Paper 4

LARGE LANGUAGE MODELS CAN SELF-IMPROVE

Jiaxin Huang'* Shixiang Shane Gu? Le Hou?' Yuexin Wu? Xuezhi Wang?
Hongkun Yu? Jiawei Han!

1University of Illinois at Urbana-Champaign 2Google

1{jiaxinhB, hanj}@illinois.edu 2{shanegu, lehou, crickwu,
xuezhiw, hongkuny}@google.com



LMSI - Language Model Self-improved

(how a human brain sometimes learns)

Give a question

\

Think multiple times to derive
different possible results

| erentpos

Conclude on how the question
should be solved

\

Learn from or memorize its
own solution

il UNIVERSITY/VIRGINIA



Motivation

e Fundamentally improving the model performances beyond
few-shot baselines still requires fine tuning on an extensive
amount of high-quality supervised datasets.

e Make model self-improve its reasoning ability without any
supervised data.

e The gap between greedy decoding and diverse decoding
shows there is a potential for further improving the reasoning
ability, using the self-selected high-confidence reasoning paths
as training data.

il UNIVERSITY/VIRGINIA



Method Overview

Q: John buys 20 cards and 1/4 are
uncommon. How many uncommon
cards did he get?

A: John gets 20 * 1/4 = 5 uncommon
cards. The answer is 5.

, \
1 CoT examples i

Alex is 10-8 =2

| yearsod. |

Q: Amy is 10. Jake is 8. Alex’s age is
nght in the middle. How old is Alex?

Tralnlng -set questions or
self generated questlons

Figure 1: Overview of our method. With Chain-of-Thought (CoT) examples as demonstration (Wei
et al., 2022b), the language model generates multiple CoT reasoning paths and answers (temperature
T > 0) for each question. The most consistent answer is selected by majority voting (Wang et al.,
2022b). The “high-confidence” CoT reasoning paths that lead to the majority answer are augmented

years old.

[ Alex’sageisinthe |
middle of 8 and 10. |
|_,| Language Alex is(9 years old. = R —
Model , :
4 { &

8+10)/2=9.

The answer is(9.

Majority Output:
Voting [ (8+10)/2=9 ... answer is 9. l
by answer b
Multiple path [ Alex is 9 years old ... ]
decoding [ ]
Self-training Mixed formats of selected reasoning paths

Q .. How old is Alex?

Q: ... How old is Alex?
A: Let’s think step-by-step.

by mixed formats as the final training samples to be fed back to the model for fine-tuning.

il UNIVERSITYs VIRGINIA

Sample multiple
predictions using
few-shot CoT as
prompt;

Filter
“high-confidence”
predictions using
majority voting.

Finetune the LLM on
these high-confidence
predictions.



What Do We Need?

 Pre-trained Model

* Question-only Dataset
with few CoT examples

'A‘

it UNIVERSITYsf VIRGINIA

Q: John buys 20 cards and 1/4 are
uncommon. How many uncommon
cards did he get?

A: John gets 20 * 1/4 = 5 uncommon
cards. The answer is 5.

Q: Amy is 10. Jake is 8. Alex’s age is
right in the middle. How old is Alex?

Tra|n|ng -set questions or
. self-generated questions

50



Majority Voting

Question: Stefan goes to a restaurant with his family. They order an appetizer that costs $10 and
4 entrees that are $20 each. If they tip 20% of the total, what is the total amount of money that
they spend?

Multiple Path Decoding:

Output 1: The appetizer costs $10. The entrees cost $20 each so in total 4 * $20 = $80. This means
the total cost is $10 + $80 = $90. They tip 20% of it, so the total amount they spend is $90 * 1.2

= $108. The answer is 108.

Output 2: The appetizer costs $10 and the entrees are $20 each. There are 4 entrees so the sum is
$20 * 4 = $80. The waiter gets 20% of the total. 20% of $80 is $80 * .2 = $16. The answer is $80
+ $16 = $96. (Incorrect reasoning path)

Output 3: The appetizer costs $10. The entrees cost 4 * $20 = $80. The tip is 20% of the total, so
it is 20% of the $90 they have spent. The tip is 0.2 * 90 = $18. The total they spent is $90 + $18
= $108. The answer is 108.

Table 1: Examples of 3 self-generated CoT reasoning paths given a question. Output 1 and 3 are the
most consistent reasoning paths based on majority voting and kept as self-training data.

i UNIVERSITYs VIRGINIA

m
yl‘ = argmaxyij Zk 3 l—[(Yij = yik)
=l

Most consistent

Not necessarily correct
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Generate
Self-training
Data

il UNIVERSITYo VIRGINIA

Dself—consistent — {x, f,}
i1

fi={rll<j=my; =yj
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Reliability of Self-generated Answer

=N
WD

L0 .:’\\“"’Qiﬂ - 0
> 0.81 g"'\""\ v .g
. / -+t
8061 @& 2
S 'Y 200 5
2 0.4 iy, (@
<0.2; S
H*

0.0+

0.0 0.2 0.4 0.6 0.8 1.0
Confidence
Figure 2: The relation of accu-
racy and confidence of the majority-
voted answer after multiple path de-
coding on GSMB8K training-set ques-
tions. Predicted confidence from self-
consistency (Wang et al., 2022b) is well
calibrated (Guo et al., 2017).

Confidence =

the number of path leading to y

total pathm
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Prevent Overfitting

Question: Amy is 10 years old. Jake is 8 years old. Alex’s age is right in the middle. How old is Alex?
Selected Chain-of-Thought: Amy is 10 years old. Jake is 8 years old. Alex’s age is in the middle of
Amy and Jake, so Alexis (8 + 10)/2 =9 years old. The answer is 9.

Mixed-formats of training data:

Format 1: Input: [CoT prompting examples] + ‘\n’ + [Question] + ‘\n’ + ‘A:’

Output: Amy is 10 years old. Jake is 8 years old. Alex’s age is in the middle of Amy and Jake, so Alex
is (8 + 10) /2 =9 years old. The answer is 9.

Tra i n i n g Wi t h 4 Format 2: Input: [Standard prompting examples] + ‘\n’ + [Question] + ‘\n’ + ‘A:’

Output: The answer is 9.

u
m Ixe d fo rm at Format 3: Input: [Question] + ‘\n’ + ‘A: Let’s think step by step.’
Output: Amy is 10 years old. Jake is 8 years old. Alex’s age is in the middle of Amy and Jake, so Alex
is (8 + 10) /2 =9 years old. The answer is 9.

Format 4: Input: [Question] + ‘\n’ + ‘A:’°
Output: The answer is 9.

Table 2: An example of how a reasoning path is augmented into four formats of training data with
different prompts (in input) and answer styles (in output). Specifically, the CoT prompting examples
used for each tasks are listed in Appendix A.2\ The Standard prompting examples are the same
question-answer pairs with CoT prompting examples, except that reasoning is removed.

ik UNIVERSITYsf VIRGINIA
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Question & Prompt Generation

Question: Prompt:
e Randomly select several existing o Start the answer with "A: Let's
questions as input prompt; think step by step.”;
o Letthe language model generate e Let the language model generate

consecutive sequences as new

questions the consecutive reasoning paths.

e Use those generated reasoning
paths as examples for few-shot
CoT prompting.

il UNIVERSITY/VIRGINIA .



Flow Chart

Pre-trained Model Dtrain - {X-}-D
M l

Multiple path decoding

m reasoning paths and answers
&
Answers for each question

Majority voting
(self-consistency)

l Select answer

Keep the paths leading to most
consistent, highest confidence answer

l apply mixed formats of prompts and answers

Augment and finetune

ii UNIVERSITYs VIRGINIA
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Practical Experiment

Model: An autoregressive Transformer-based language
model with 540 billion parameters

GSM8K

DROP
(football related or not)

OpenBookQA
Commonsense reasoning{

 Arithmetic reasoning {

Dataset

ARC-c
ANLI-A2

- Natural Language Inference
ANLI-A3

)

i-b

it UNIVERSITYs VIRGINIA

Other Parameters

Fine-tuning Steps

10k

Learning Rate 5e-5
Batch Size 32
T(pre-trained model) 0.7
T (after LMSI) 1.2
Max Decoded Steps 256
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Main Result

Prompting Method GSMS8K DROP ARC-c OpenBookQA ANLI-A2 ANLI-A3

Previous SOTA 82.3¢ 84.9% 88.7¢ 91.0¢ 64.94 66.0¢
Standard-Prompting 17.9 60.0 87.1 84.4 55.8 55.8

w/o LMSI CoT-Prompting 56.5 70.6 852 86.4 58.9 60.6
Self-Consistency 74.4 78.2 88.7 90.0 64.5 63.4
Standard-Prompting 32.2 71.7 87.2 92.0 64.8 66.9

LMSI CoT-Prompting 73.5 76.2 88.3 93.0 65.3 67.3
Self-Consistency 82.1 83.0 89.8 944 66.5 67.9

Table 3: Accuracy results on six reasoning benchmarks. The previous SOTA results are from: (a) Li
et al. (2022a), (b) Zhou et al. (2022b), (c) Wang et al. (2022b), (d) Wang et al. (2022a).

PN
WDT o A
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Generalization Ability

Self-training data AQUA SVAMP StrategyQA ANLI-A1 RTE MNLI-M/MM
w/o LMSI - 35.8 79.0 798 68.8 79.1 72.0/74.0
LMSI GSM8K + DROP +...  39.0 82.8 77.8 719.2 80.1 81.8/82.2

Table 4: Comparison of CoT-prompting accuracy results on six Out-Of-Domain benchmarks with or
without training on six In-Domain (GSM8K, DROP, ARC-c, OpenBookQA, ANLI-A2, ANLI-A3)
training-set questions.

UNIVERSITY¢ VIRGINIA
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CoT vs Direct Answer

Results on GSM8K
Standard Prompting CoT Prompting
w/o LMSI 17.9 56.5
LMSI w/o CoT formats 23.6 61.6
LMSI 32.2 13,9

Table 5: Ablation study: w/ or w/o CoT reasoning paths as training format on GSM8K dataset.

SilE UNIVERSITY¢ VIRGINIA
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Training Set Question Is Better

Questions used Results on GSMSK
for Self-Training CoT-Prompting  Self-Consistency
w/o LMSI - 56.5 74.4
LMSI Generated Questions 66.2 78.1
LMSI Training-set Questions 73.5 82.1

Table 6: Accuracy on GSMS8K test set after self-training on self-generated or training set questions.

i UNIVERSITYs VIRGINIA
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State-of-the-art (GMS8K)

0.75' o [ TEPPPNN ® - ® - ¢

Accuracy
©c ©°
[0)} ~
w o

e
o)
o

Step-by-Step
@ Few-Shot w/ Step-by-Step

o
Ul
%)

10 20 30 40 50 60 70 80
Total Sample Paths

Figure 3: Accuracy results on GSMS8K test set using PalLM-540B model with multi-path sampling
and self-consistency (Wang et al., 2022b). “Step-by-Step” is the baseline performance of Kojima
et al. (2022) plus self-consistency (Wang et al., 2022b), while our “Few-Shot w/ Step-by-Step” uses
exemplers self-generated from Step-by-Step (greedy decoding) for few-shot prompting the LLM.
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Distillation to Smaller Models

Results on GSMSK
8 billion 62 billion 540 billion
w/o LMSI 5.0 29.7 56.5
Distilled from LMSI 540 billion 33.4 57.4 -

Table 7: Distillation from Pal.M-540B model to small models. We see that distilled smaller models
outperform models that are one-tier larger.
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Hyperparameter

83
)
0
g8 DROP
80{ —*— GSM8K
0.7 1.0 1.2 1.5

Sampling Temperature

(a) Accuracy results of LMSI on
GSM8K and DROP test set when
different sampling temperatures
are applied for Self-Consistency.

80
o
>
o
< 60 LMSI
—e— w/o LMSI
50

1 5 10 15 20 25 32
# Sampled Reasoning Path

(b) Accuracy results with or with-
out LMSI on GSMS8K test set
using different numbers of sam-
pled reasoning path for Self-
Consistency.
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Contribution

« Demonstrate thatalarge -
language model can
self-improve by taking
datasets without ground
truth outputs, by
leveraging CoT reasoning
and self-consistency.

il UNIVERSITY/VIRGINIA

Achieve
competitive
in-domain
multi-task
performances as
well as
out-of-domain
generalization

* Achieve
state-of-the-art level
results on ARC,
OpenBookQA, and
ANLI datasets.
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Limitation

« Potential biases in the self-generated dataset

* Quality of the generated rationales depending on the model's initial
performance and calibration.

« The amount of training samples generated by LMSI is affected by the
amount of training questions or CoT examples

il UNIVERSITY/VIRGINIA
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Future Work

« Combine large-scale generated data from LMSI and existing
supervised data to improve the performance of LLMs

* Include human annotations to intervene and prevent error
propagation

il UNIVERSITY/VIRGINIA
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General Future Step

Developing advanced prompting strategies that autonomously simplify complex tasks.

Integrating external knowledge sources for improved reasoning and context
understanding.

Scaling these methods to a broader range of reasoning tasks and real-world

applications.
o  Visual Question Answering (VQA)
o Interactive Educational Content Creation

Enhancing generalization capabilities to enable models to handle unseen problem

types effectively.
o  Cross-lingual Transfer Learning
o  Generalization in Reinforcement Learning
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Thanks for Listening

Any Question?
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