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Flamingo: a Visual 
Language Model

for Few-Shot Learning
Alayrac et al., 2022

DeepMind



Motivation

● “One key aspect of intelligence is the ability to quickly learn to perform a 
new task given a short instruction”

● GPT-3 demonstrates cutting edge performance with few-shot learning.
● Most vision models follow pre-training and fine-tuning paradigm:

○ Needs lots of data
○ Domain/task specific hyperparameter tuning and optimization.

● Multi-modal models trained using contrastive learning demonstrate zero-shot 
learning capabilities, but their architecture confines them to limited tasks 
such as classification. 



Motivation

● How can we adopt the few-shot learning capabilities of GPT-3 to multi-
modal models? 

● How can we make a multi-modal model that is flexible enough to input 
interleaved text, images, and video and output generated, open ended text? 



What is Flamingo? 
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What is Flamingo? 



Overview of How Flamingo Works



What does Flamingo Model? 

● Next token prediction 
● What is the likelihood of predicting the text y where “𝑦ℓ is the ℓ-th language 

token of the input text, 𝑦<ℓ is the set of preceding tokens, 𝑥≤ℓ is the set of 
images/videos preceding token 𝑦ℓ in the interleaved sequence”?



Vision Encoder

● Inputs text/video
● Outputs 2D image features 

flattened into 1D sequence of 
image features or

● 3D Spatial-temporal sequence of 
video features flattened into 1D

● Pre-trained Normalizer-Free 
ResNet (frozen)

● pre-trained on contrastive loss 
objective between text and image 
pairs. 



Perceiver Resampler

● Difficult for frozen LM and gated 
cross-attention dense blocks to 
take variable length image 
vectors. 

● Bridge between vision encoder 
and frozen LLM

● Inputs variable length 
image/video features produced by 
vision encoder

● Outputs fixed number of visual 
tokens



Gated Cross-attention Dense Blocks

● Flamingo adds Gated Cross-attention Dense Blocks before the transformer’s 
(Chinchilla LM) self-attention blocks.



What is cross-attention? 

● Queries input text modality.
● Keys and values input vision 

modality



Gated Cross-attention Dense Blocks

● tanh gating allows for stability in training.
● As tanh gate’s parameter increases, the more cross-attention block as an effect.



Gated Cross-attention Dense Blocks

● tanh gating allows for stability in training.



Per-image/video Masking



Training Details and Objective 

● MultiModal MassiveWeb (M3W) dataset
○ Text and image pairs extracted from HTML of ~43 million webpages

● ALIGN Dataset
○ 1.8 billion images paired with alt-text
○ Complemented with in house dataset of Long Text & Image Pairs which consists 

of 312 million image and text pairs
● In house dataset of 27 million short videos paired with sentence descriptions
● Multi-objective loss:

○ Next token prediction loss
○ Accumulate weighed sum of losses among the different datasets 
○ Datasets are trained together instead of one after another.



Experiments: Benchmarks

● 16 Benchmarks
○ 9 image benchmarks 
○ 7 video benchmarks



Experiments: Zero and Few Shot Results

● 16 Benchmarks
○ 9 image benchmarks 
○ 7 video benchmarks

● Beats SOTA with zero or few shots on many benchmarks.



Experiments: Fine-tuning results

● Fine-tuning can improve Flamingo performance compared to few-shot learning.
● Some SOTA models still slightly perform better than Flamingo on a few benchmarks.  



Ablation Study:  



Ablation Study:  

● Training data as an interleaved mixture is important.

○ 17% performance increase

● Tahn gate helps get rid of training instability.

● Inserting gated cross-attention dense blocks only every 4th layer increases 

computational efficiency by 66% with only a performance loss of 1.9%

● Keeping LLM frozen prevents catastrophic forgetting. 



Limitations

● Flamingo inherits issues from pretrained LLM

○ Hallucination.

○ Poor generalization to sequences longer than training data.

○ Sample inefficient during training (needs lots of examples to learn)

● Flamingo doesn’t perform as well as SOTA on classification tasks

● Flamingo inherits the flaws of in-context learning:

○ Highly sensitive to certain aspects of examples

○ Cost of inference and performance scale poorly with the number of shots.



Conclusion

● Flamingo is a general purpose, open-ended, multi-modal model meant for 
image-language and video-language tasks.

● Flamingo can beat SOTA performance on a variety of tasks with few-shots of 
data. 



VisionLLM: Large 
Language Model is also

an Open-Ended Decoder 
for Vision-Centric Tasks

Wang et. al, 2023

OpenGVLab, Shanghai AI Laboratory 



Motivation

● How can we adopt 
the versatility and 
flexibility of LLMs like 
GPT-3 to the vision 
domain? 

● Can we have an open 
ended language vision 
model that can also 
perform on vision-
centric tasks?



What is VisionLLM? 



What is VisionLLM? 

● It’s a framework that aligns vision tasks with LLM methodologies.

● As a result, VisionLLM is able to perform in an open ended manner on vision-

centric tasks on a level that is on par with its specialized model 

counterparts.



Overview of How VisionLLM Works



Overview of How VisionLLM Works

3 parts: 

1. “a unified language instruction designed to accommodate both vision and 
vision-language tasks”



Overview of How VisionLLM Works

3 parts: 

2. “an image tokenizer that encodes visual information guided by language 
instructions”

”



Overview of How VisionLLM Works

3 parts: 

3. “an LLM-based open-ended task decoder that executes diverse tasks defined 
by language instructions”

”

”



Unified Visual Instruction

● Vision-language Tasks: 
○ E.g. Image captioning: 

■ “The image is <image>. Please generate a caption for the image: ”
○ These instructions are straightforward since they are similar to NLP tasks. 

● Vision-only Tasks: 
○ E.g. object segmentation 
○ Challenge to create instructions for these tasks due to difference in modality 

between vision and language.
○ LLM used to create set of instructions with various task descriptions (randomly 

selected at training)
○ Specify output to have a class index from set of categories and a tuple showing 

where in the segment is.
○ “Segment all the objects of category set <class> within the <range> of the image 

and generate a list of the format (c, x1, y1, x2, y2, ..., x8, y8). Here, c 
represents the index of the class label starting from 0, and (x1, y1, x2, y2, ..., 
x8, y8) correspond to the offsets of boundary points of the object relative to the 
center point. The image is: <image>”



Language-Guided Image Tokenizer

● Instead of fixed-size batch embeddings, VisionLLM considers images as a 
foreign language and converts them into a token representation.

● This design design allows tokenizer to “flexibly encode visual information 
that aligns with task-specific language prompts or instructions.”



Language-Guided Image Tokenizer

● Image features from model like ResNet and Language features from model 

like BERT

● Transformer like Deformable DETR with M randomly initialized Queries 

produces M tokens, each represented by an embedding and location.



LLM-based Open-Ended Task Decoder

● Built on top of Alpaca (LLaMa based LLM adapted to handle some vision 

tasks).

● Drawbacks: 

○ Only has few digits numbers in vocabulary (e.g. 0-9), this makes it hard for model 

locate objects by numbers.

○ Uses multiple tokens to represent category name; this causes some 

inefficiencies.

○ Since the model is causal, it is inefficient for visual perception tasks. 



LLM-based Open-Ended Task Decoder

● Mitigation 1: 

○ Introduce a set of location tokens: 

■ {<p-512>, ..., <p0>,..., <p512>}

■ <p i> ,where i ∈ [−512, 512], is the offset to the location l_i of the image token

■ Relative value to image height or width is equal to i/512

○ These tokens change object localization from a continuous variable prediction 

task into a discrete bin classification task.  



LLM-based Open-Ended Task Decoder

● Mitigation 2: 

○ Introduce set of semantic-agnostic classification tokens.

■ {<c0>, <c1>, ..., <c511>}

■ This replaces category names, which are inefficient since they originally could take 

more than one token. 

■ Category names to tokens are mapped. E.g.: {"person":<c0>, "car":<c1>, "black 

cat":<c2>,...}



LLM-based Open-Ended Task Decoder

● Mitigation 3: 

○ Output-format-as-query decoding

○ Parse structural tokens and input as query to the decoder. 

○ This avoids inefficient token-by-token decoding for vision 

perception tasks, while keeping unified framework for vision-

language tasks.

○ Outputs of object location are treated as foreign language



Training Details

● Cross-entropy loss objective
● Low-Rank Adaptation (LoRA) is used in training the models. 

○ This makes training more efficient and helps bridge gap between modalities. 
● Datasets: 

○ COCO2017: Used for training and evaluation in object detection and instance 
segmentation tasks.

○ RefCOCO, RefCOCO+, and RefCOCOg: These datasets are combined for training in 
visual grounding tasks. The models are evaluated on the validation set of 
RefCOCO.

○ COCO Caption: Used as the training source for image captioning tasks.
○ LLaVA-Instruct-150K: Employed for training in visual question answering tasks.

● 50 epochs 
● M = 100 queries 



Experiments: Benchmarks

● Variety of task: 
○ Object Detection: Identifying and localizing objects within an image.
○ Instance Segmentation: Identifying and segmenting individual objects within an 

image.
○ Visual Grounding: Associating textual descriptions with corresponding regions or 

objects within an image.
○ Image Captioning: Generating descriptive text for an image.
○ Visual Question Answering (VQA): Answering questions based on the content of an 

image.



Experiments: Vision-centric task results



Experiments: Vision-centric task results

● Competitive results in:

○ Object detection 

○ Visual grounding

○ Image Captioning

● Not as well result Instance Segmentation:

○ AP_50 (61.2% with InternImage-H [59]) but relatively low mask AP_75 (27.6%).



Experiments: object-level and output 
format customization

● Authors alter the <class> tag within the language instructions to change the 
model's recognition targets 10 classes to 80 classes.

● Author also alter number of boundary points in output format.
● The results demonstrate VisionLLM’s ability to customize the target object 

and output format. 



Ablation Study
● Single Task vs. Multiple Tasks

○ VisionLLM trained on a single task only works slightly better than its multi-task 
counterpart for all tasks except image captioning.

● Text Encoder in Language-Guided Image Tokenizer
○ Examining role of text encoder (BERT) in language-guided image tokenizer.
○ “BERT is not essential for object detection but it is crucial for visual grounding”
○ Freezing BERT model hinders alignment of text and vision modalities.

● Image Tokenization Method
○ Image tokenization method works superior to employing average
○ pooling on the feature maps from the D-DETR encoder to obtain M patch 

embeddings
● Number of Localization Tokens

○ The increase of localization tokens improves performances.



Limitations

● VisionLLM’s performance is bottlenecked by the performance of open-source 

LLMs

○ LLM must be trained, so proprietary models cannot be used. 

● Lacks in performance on instance segmentation 

● Author’s don’t explore in-context learning or few-shot capabilities. 



Conclusion 

● The paper presents VisionLLM, a novel framework that aligns vision-centric 
tasks with language models' methodologies.

● VisionLLM allows for seamless integration and handling of diverse vision-
centric tasks like object detection, instance segmentation, and image 
captioning through language instructions.



Visual Instruction 
Tuning

Haotian Liu, Chunyuan Li, Qingyang Wu, Yong Jae Lee



Introduction

● Develop a general-purpose assistant that effectively follows multi-modal 
vision-and-language instructions
→ Large Language Models + visual instruction-following

● Contributions
○ Generate multimodal instruction-following data using GPT-4
○ Large multimodal models (LLaVA: Large Language and Vision Assistant)
○ Multimodal instruction-following benchmark
○ Open-source



Background

● End-to-end trained models
○ Vision-Language Navigation task: navigate real or virtual environments based on 

textual instruction
○ InstructPix2Pix: image editing based on textual instruction

→ Specialized Single-models, Domain-specific

● Systems coordinating multiple models
○ Visual ChatGPT, MM-REACT, ViperGPT
○ Combine different models to enhance instruction-following capabilities

→ Integrated 
systems



Background

● Instruction Tuning
○ Effective in improving LLM performances to align closely with human instructions
○ Success in NLP: achieved better generalization capabilities in zero and few-shot settings
○ Potential for Computer Vision

■ currently less explored in multimodal tasks for visual & text



GPT-assisted Visual Instruction
Data Generation

● Data generation process
○ GPT-4:  transform image-text pairs into multimodal instruction-following data

Prompt Information

Response



GPT-assisted Visual Instruction
Data Generation

● Data generation process
○ GPT-4:  transform image-text pairs into multimodal instruction-following data
○ Provide captions & bounding boxes information

● Types of data generated
○ Conversation
○ Detailed description
○ Complex reasoning

● Outcome
○ 158,000 unique language-image instruction-following samples

■ 58,000 conversations
■ 23,000 detailed descriptions
■ 77,000 complex reasoning



● Language Model: Vicuna/LLaMA
● Visual Encoder: CLIP

○ Understand images in natural language descriptions
● Projection Layer: connects output of visual encoder, translate features into 

what LM can process, input to LM

Visual Instruction Tuning: Architecture

Xv

XqXa



● Input

● Multi-turn conversion data

● Probability of generating correct sequence of words for the answers

Visual Instruction Tuning: Training



● Stage 1: Pre-training for Feature Alignment
○ Align visual features with LM using image-text pairs
○ Maximize likelihood of generating appropriate text captions from images

→ Train projection layer, Weights of visual encoder and LM kept frozen

● Stage 2: Fine-tuning End-to-End
○ Fine tuning projection layer and LM, using generated dataset (no tuning on visual encoder)
○ Fine tuning for specific applications

■ Multimodal chatbot
■ Science QA dataset

→ adaptability on different tasks

Visual Instruction Tuning: Training



● Examples required in-depth image 
understanding

● Results
: LLaVA reasoning similar to multi-
modal GPT-4, better than BLIP–2 and 
OpenFlamingo
○ Addresses prompts about images
○ Provide meaningful responses

including reasoning (beyond basic 
description)

Experiment: Multimodal Chatbot



Experiment: LLaVA-Bench

● COCO
○ Dataset: 30 images from COCO-Val-2014 with 90 questions

○ Instruction tuning → 50% improvement
○ Mixed data types → 7% improvement
○ Full data, best results



Experiment: LLaVA-Bench

● In-the-Wild
○ Indoor and outdoor scenes, memes, paintings, sketches, etc. with 60 sets of 

descriptions and questions
○ Test the generalizability and performance on diverse tasks



● Dataset: ScienceQA
○ 21k multiple-choice questions on scientific domains and skills
○ natural science, social science, language science, etc.

Experiment: ScienceQA



● Dataset: ScienceQA
○ 21k multiple-choice questions on scientific domains and skills
○ natural science, social science, language science, etc.

Experiment: ScienceQA



● Contribution
○ Multimodal instruction-following data
○ LLaVA & LLaVA-Bench

● Future Works 
○ Expand model’s knowledge base and multilingual capabilities
○ Enhance high-resolution image processing and semantic understanding for better 

visual comprehension
○ Methods for integrating external data sources

Conclusion



NExT-GPT: Any-to-Any 
Multimodal LLM

Shengqiong Wu, Hao Fei, Leigang Qu, Wei Ji, Tat-Seng Chua



Introduction

● Background & Motivation
○ Rapid advancement in AI-generated content (AIGC)
○ Importance of multimodality as humans perceive and communicate

● Limitations of Current Multimodal LLMs (MM-LLMs)
○ Multi-modal understanding 👍
○ Producing multi-modal contents 👎

● NExT-GPT
○ End-to-end, general-purpose any-to-any MM-LLM system
○ Understanding and generation on text, images, videos, and audio
○ Use existing encoders and decoders, tune small fraction for low-cost training
○ Introduce Modality-switching Instruction Tuning (MosIT) for complex semantic 

understanding & generation



Related Work

● Cross-modal understanding and generation
○ Image/Video captioning (COCO dataset challenges)
○ Text to Image/Video/Synthesis (DALL-E, RAVE)

→ Difficulties to create unified models for varied modalities

● Multimodal Large Language Models
○ Integration with modal encoders with text based LLMs (Flamingo, LLaVa)

→ primarily focus on multimodal input comprehension, not multimodal 
generation



Overall Architecture: NExT-GPT

Multimodal encoding
: used existing models for encoding various inputs 
(ImageBind)

LLM understanding and reasoning
: use Vicuna to process encoded multimodal inputs

semantic understanding
reasoning over inputs
deciding modality of output
generate textual signal tokens (instructions)

Multimodal generation
: transformer-based output projection layer

translate LLM’s instruction into different diffusion models
generate final content
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Overall Architecture: NExT-GPT

Multimodal encoding
: used existing models for encoding various inputs 
(ImageBind)

LLM understanding and reasoning
: use Vicuna to process encoded multimodal inputs

semantic understanding
reasoning over inputs
deciding modality of output
generate textual signal tokens (instructions)

Multimodal generation
: transformer-based output projection layer

translate LLM’s instruction into different diffusion models
generate final content



Lightweight Multimodal Alignment Learning

● Encoding Side LLM Centric Multimodal Alignment

● Decoding Side Instruction-following Alignment

encoder captures important features
→ process into image representations
→ image input projection transforms them into 
aligned image representation (LM input 
format)

LLM output representation generate signal 
tokens that are commands to making images
→ image output projection transforms signal 
tokens
→ text encoder encodes final captions and 
descriptions for the diffusion model 



Instruction Dataset

● Existing Data (Text+X — Text)
○ input is a combination of text and different modality (X)

● Constructed Data (Text — Text+X)
○ new text to multimodal (T2M) data constructed
○ X-caption pairs with text instructions, further processed with GPT-4

● MosIT
○ dataset specifically designed to train NExT-GPT
○ Multimodal Interactions: simulate real-world conversation scenarios
○ Multi-turn Dialogues: comprises 3~7 Q&A pairs with various modality
○ Logical and Semantic Complexity: coherent, logically connected, semantically 

rich, in-depth reasoning data

→ 5,000 dialogues covering spectrum of instruction-following scenarios
on different modalities



Experiments:
Any-to-any Multimodal Generation

● Text-to-X Generation

* FID: Images / Lower FID, more similar generated images to real images
* FD: Audio / Lower FD, closer to real audio features
* IS: Images & Audio / Higher IS, realistic and varied audio
* CLIPSIM: Images & Videos / HIgher CLIPSIM, more semantically aligned with the prompt



Experiments:
Any-to-any Multimodal Generation

● X-to-Text Generation

* B@4: Text(captions) / Higher score, better quality text

* METEOR: Text(captions) / Higher score, better descriptions

* SPIDEr: Audio captioning / Higher score, better audio descriptions

* CIDEr: Image & Audio captioning / Higher score, description in agreement with 
reference



Experiments:
Any-to-any Multimodal Generation

● Text+X to X Generation

* CLIP: Image & Video / Higher score, better alignment
* FID: Images / Lower FID, more similar generated images to real images
* MCD: Audio / Lower FID, less distortion and natural sounding audio



Experiments:
Any-to-any Multimodal Generation

● Human Evaluation on Complex Any-to-any QA



Conclusion

● Contributions
○ NExT-GPT
○ MosIT Dataset

● Future Works
○ Expanding NExT-GPT to additional modalities
○ Broader range of tasks
○ Incorporate different types and sizes of LLMs
○ Expand MosIT dataset



Key Takeaways

● Flamingo
○ Open-ended vision & language model that can reach SOTA performance on 

various image-language tasks with zero or few-shots. 
● VisionLLM

○ Open-ended vision & language model that can perform both vision-language and 
vision-centric tasks with natural language instruction.

● Visual Instruction Tuning (LLaVA)
○ Vision & Language Model trained through visual instruction tuning, following 

human intent
○ Pipeline to create language-image instruction following data

● NExT-GPT
○ Any-to-any model understanding and generating text/images/audio/video
○ Construct & generate dataset (MosIT)



Thank you!


