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Extracting Training Data from Large Language Models



Background

● Large language models require large datasets
● Larger datasets exhibit lower overfitting => lower memorization
● Goal is to reduce potential privacy leakage 

Current Strategies:

● Next-step prediction
● Optimal answer memorization
● Greedy text generation
● Differentially-private techniques



Dataset: GPT-2 Model

● Trained on publicly available data
● Document text de-duplicated
● Training loss: 10% smaller than test loss



Data Privacy

Attacks

● Membership inference
○ Extracting face from a fuzzy image

● Training data extraction
○ Extracting social security number



Eidetic Memorization



Methodology: Approach 1

● Generate text
○ One-token prompt (Top-n=256)
○ Sample according to assigned likelihood

● Predict outputs with memorized text
○ “Memorization” outputs were only found for large values of k-eidetic memorizations

● Weaknesses:
○ Low diversity of outputs from token prompts
○ Large number of false positives



Methodology: Approaches 2 and 3

● Sampling with temperature decay
○ More diverse outputs but stabilizes over time

● Seed prefixes with Internet scrapes



Membership Inference Metrics

● Perplexity: likelihood algorithm of GPT-2
● Small: ratio of log-perplexities of large vs small GPT-2 model
● Medium: ratio of log-perplexities of large vs medium GPT-2 model
● zlib: ratio of lot-perplexities of GPT-2 and zlib entropy
● Lowercase: ratio of perplexities of GPT-2 on original and lowercased sample
● Window: minimum perplexity across sliding window of 50 tokens



Results
● Most private data were named 

individuals from non-news 
samples and contact info

● Top-n and temperature 
sampling give low membership 
inference metric

○ Comparison-based 
(Internet sampling) more 
effective



Results cont.
● Samples with higher likelihood 

under one model correspond 
under another

● Zlib strategy finds 
non-rare/common texts

● Lower-casing finds irregular 
capitalization (ex. Error logs, 
headlines, etc.)

● Small and Medium strategies 
find rare content



Memorization with Model Size and Frequency

Methods

● Prompt URL variant with top-n sampling
● Test if any generated URLs are real

Results

● Larger models memorize significantly more training data
● Complete memorization occurs after 33 insertions



Proposed Threat Minimizations

● Differential Privacy: variants of stochastic gradient descent
○ Requires labeling and unclear application about rare Web data

● Curating training data
○ De-duplicate and remove sensitive content
○ Limit contribution of one single source of data

● Limit downstream applications



Conclusions

● Study underestimates memorization
○ Targeted information attacks more effective

● Memorization does not require overfitting and thrives on context
● Memorization is hard to discover

Limitations

● Hard to obtain accurate/useful prefixes
● Evaluation of memorization grossly lower-bounds
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Large Language Models Can be Strong Differentially 
Private Learners



Background

Motivation:

● LLM’s are vulnerable to privacy attacks since they can memorize/reconstruct training data
● Differential Privacy (DP) usually used in machine learning to protect privacy, but either aren’t 

as effective or drag down performances when used in LLM’s

Goals:

● Create DP models for language purposes that still have good performances along with 
privacy guarantees

● Study how model design choices (hyperparameters, training objective, pretrained models) 
impact performances



Differentially Private Learning

https://www.nist.gov/blogs/cybersecurity-insights/how-deploy-machine-learning-differential-privacy



Differentially Private Learning

Clipping: ensuring that individual gradients are bounded and won’t have too much 
influence over the parameter update. 

Noise: added to gradients to privatize the language model and prevent exact 
tracing.

Noise scales with the number of parameters, so larger models experience heavier 
noise per update. This likely causes DP to perform so poorly on LLM’s. 

With central/global approximate-DP (also known as (𝜖, δ)-DP), we can apply noise 
to the output of the analysis instead of the individual data points (local)



Privacy Leakage

● Two datasets are adjacent iff one can be obtained from the other using an 
extra record

● DP ensures that random outputs from similar inputs are hard to distinguish. It 
means that the underlying structure is taken into account, not the data itself

● 𝜖 and δ are privacy leakage parameters. These together represent the privacy 
budget for the model.

○ The smaller they are the better
● Privacy loss can be tracked by calculating 𝜖 and δ. 



Model Setup

● Models are fine-tuned with DP-Adam
○ A variation of DP with the Adam classifier

● Privacy loss is tracked with Renyi-DP
● 𝜖 ∊ {3, 8} and δ = 1/(2|Dtrain|) where |Dtrain| is the size of training set

○ Also report the converted  𝜖 from a Gaussian DP central limit theorem and from accurately 
composing tradeoff functions via fast Fourier transform

● Starting point for building DP language models is public pre-trained models
● Two classes of NLP Problems:

○ Sentence Classification: BERT and RoBERTa model families
○ Language Generation: GPT-2 and variants



DP-Adam

← Noise

← Gradient differentiated from loss

← Adam Optimizer

Adam is an adaptive method 
that takes into account 
moving averages



Ablation Studies: Hyperparameters

● Found that hyperparameters have a large effect on the performance of the model
● Performance varies from random initialization to near perfect depending on the 

hyperparameters



Fixed Training Epochs

● In a fixed training epoch setting, both learning rate 
and batch size jointly affect performance

● Small learning rates and small batch sizes lead to 
consistently worse results

● Since many public pre-trained models have both 
small learning rates and small batch sizes, their 
performance is degraded with DP-Adam

● Evidence against the linear scaling rule: scaling the 
learning rate and batch size by the same constant 
does no always result in the same performance



Fixed Update Step S



Clipping Norm

Smaller clipping norms result in better 
performances



Clipping Memory Issues

● Clipping, when naïvely implemented, involves instantiating a large gradient 
vector for each example, which can be expensive

● Lee & Kefir developed an alternative clipping procedure where instead of 
creating the gradient vector for the entire model at once, only instantiate for 
each layer of the model at a time

○ Works since the goal is to sum the clipped gradients
● This can still be insufficient for sequential models such as Transformers since 

layers can still be too big



Ghost Clipping

● Ghost clipping extends Lee & Kefir this to avoid instantiating even for 
individual linear layers. 

● The goal of instantiating a gradient per layer is to achieve the norms per layer, 
but this can be found using a more cost-effective method using the norm’s 
identity. 



Ghost Clipping



Larger Pre-trained Models have 
Better Performance



Fine Tuning Dataset and Models

Sentence Classification

● GLUE Benchmark Tasks (MNLI, QQP, QNLI, and SST-2): all with over 10k training samples
● Reparameterized gradient perturbation (RGP) classification model

Table-to-Text

● E2E: 40k training samples from restaurant reviews
● DART: 60k training samples from open-domain entries

Chit-Chat Dialog Generation

● Persona-Chat: 130k training samples of conversations
● GPT2, GPT2-medium, and DialoGPT



Sentence Classification



Table-to-Text Generation



Chit-Chat Dialogue



Limitations

Public Pretraining: Using pretrained models from the public has privacy concerns

Hyperparameter Tuning: Not all hyperparameters were tested 

Model Type: The performance and resulting findings (such as large models 
perform better) may be dependent on the choice of pretrained model

Scaling Laws: scaling laws for non-private deep learning is prevalent, but little is 
done for private-learning models



Conclusion

Fine-tuning models with DP-SGD/DP Adam can lead to strong performances that 
outperform even non-private models

○ The parameters used can have a big impact on eventual performance

Running DP-SGD can be very memory intensive, but ghost clipping can bring 
down memory costs
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Quantifying Memorization Across Neural Language Models



Background

● Varying lower bounds of memorization existence
● Limited understanding of memorization variance
● Main Properties

○ Model Scale: larger models memorize 2-5 times more than smaller models
○ Data Duplication: repeated examples are more extractable
○ Context: sequences are easier to extract with longer context



Methodology

Memorization

● Focus on greedy sampling
● Goal to create tightly bounded memorization



Methodology Cont

Evaluation

● Previous studies: query from uniformly random samples 
○ Poorly suited for memorization with non-uniformly represented data

● Query from random sample normalized by both sequence length and 
duplication counts



Results



Results: Randomized subset



Results: Qualitative Examples

Thematically-sound, but semantically incorrect



Results (cont)



Results (cont)



Results: Replication survey



Conclusions

● LMs do not faithfully model the desired underlying data distribution
● Memorization scales log-linear with model size
● Extracting this data requires new qualitative attack strategies
● Training data inserted just once is rarely memorized

Limitations

● Instruction-tuned vs Base-tuned (evaluated) models 
● Memorization evaluation still grossly lower-bounded
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SILO Language Models: Isolating Legal Risk in a 
Nonparametric Datastore



outline

1. Background
a. Legality of language models
b. Prior works

2. Challenges
a. Legal-performance trade off / …

3. Methods
a. Overview: parametric + non-parametric
b. Building the corpus
c. Non-parametric retrieval methods

4. Experiments



Legality of language models

Two main lawsuits in the US and European Union:

● Fair use doctrine: Generative use          Transformative use
● General Data Protection Regulation (GDPR):

○ Obtaining consent from users before processing their data
○ Providing transparency about data processing
○ Ensuring data security 
○ Allowing individuals to access, correct, and erase their data



Legal-performance trade-off

However, there has been a wide range of violation of lawsuits

GitHub / book collections

Legal-performance trade-off

● Training only on public data sources  -> degrades performance

Highly restrictive licenses



Method proposal

● Segregating training data into two parts



Challenges

● How to make sure training corpus not containing restrictive data?
● How to do inference with the help of non-parametric dataset?

1. Build a new collection of permissive textual datasets across multiple domains
2. Use two retrieval-based method for utilizing non-parametric data



Building the Open License 
Corpus (OLC)
Taxonomy of data licenses

● Public domain PD : expired or waived (CC0-licensed scientific papers)
● Permissively licensed software SW (MIT, Apache, BSD)
● Attribution licenses BY : Creative Commons Attribution (CC-BY) - credit given
● All other data



Overview statistics of OLC



Analysis of OLC

● Yet distribution shift from typical pretraining corpora (Pile)

● A good non-parametric datastore is critical



Combining nonparametric datastore



Non-parametric methods

● K-nearest neighbors LM (kNN-LM)

● Retrieval-in-context LM (RIC-LM)

Comparison



Analysis of two methods

● Comparison

output distribution input

● Additional benefits
○ Attribution
○ opt-out



Experiment setup

Parameter Model Setting

Non-parameter Dataset Setting



Empirical results



Empirical results



Empirical results



Empirical results



Examples



Conclusion

● SILO, a language model that mitigates legal risk
● Training with low-risk data, inference with high-risk data store
● Supports sentence-level data attribution and data opt-out

Limitations

● SILO does not completely eliminate legal risk.
○ does not remove the need for obtaining permission

● SILO might exacerbate certain fairness issues.
● SILO may underestimates the amount of permissively licensed text.



Summarization

● LLMs suffer from targeted memorization
● Larger LLMs are more susceptible to data leaks from frequently repeated data 
● Differential private learning usually lead to lower performances and higher 

costs on LLM’s, but can be optimized with proper hyperparameter tuning and 
ghost clipping

● Legal-performance trade off remains a long lasting question for LLMs.


