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Overview

Problem: Language Models (LM) do not follow user’s intent

- Explicit Training on Human Preferences needed (SFT)
- Alignment: Making a LM behave in a certain way according to user intent.

- Intention of LM:  Predicting sequence of tokens given current sequence of tokens(context)
- Intention of User:

- Be helpful:
- Be honest:
- Be harmless:

Consequences: 
- Reduced Effectiveness
- Misinformation/User Distrust



Where LLMs Fall Short

CENSORED



Review: Reinforcement Learning
State: Current Situation One is in

Agent:

Reward: Response from Environment 
From Action

Action: Set of moves

Policy: Mapping State to Action

- The strategy to maximize Reward



Papers

- Training Language Models to Follow Instructions With Human 
Feedback

- Direct Preference Optimization: Your Language Model is Secretly 
a Reward Model

- Fine-Grained Human Feedback Gives Better Rewards For 
Language Model Training

- Open Problems and Fundamental Limitations of Reinforcement 
From Human Feedback



Methodology
LM Pretraining & 

Supervised Fine-Tuning 
(SFT)

Reward Model Training Fine-Tuning with RL



RL Fine-Tuning Overview



Language Model Pretraining - 

- Where can we find high quality training data?
- Solution: Human labelers
- 40 Contractors: create labels

- Demonstrate desired behavior of LM



1. Language Model Pretraining + SFT

- Start With GPT-3
- Fine-Tune with Labeler Prompts
- Supervised Fine-Tuning (SFT)

- Improve ability to follow 
instructions



2. Reward Model Training

1. Create Multiple Samples
2. Rank Samples Using Labelers
3. Train Sample-Reward Pairs

Objective: Get Model that maps



2. Reward Model Training - Sampling From LM

1. Sample Multiple Responses



2. Reward Model Training - Ranking Samples

- Rank Samples based on 
criteria



2. Reward Model Training - Training Iterations

- Use Fine-Tuned LM to train 
Reward Model

- Sample: Output of LM
- Reward Model

- Also Transformer Model
- Encoder Architecture



Review: Reinforcement Learning



Review: Reinforcement Learning

Agent Policy



3. Fine Tuning With RL

Overview of Complete RLHF

- Use RM and Initial LM to 
fine-tune policy



3. Fine Tuning With RL - KL Penalty

Kullback-Leibler (KL) Divergence: Distance 
Between Distributions

- Constrain the RL Fine-Tuning In 
order to prevent gibberish output

- E.g LM producing gibberish to 
maximize reward

- High reward AND useful text



3. Fine Tuning With RL - Combining Rewards

- Combining KL Penalty With RM

- How much do we care about RM vs 
the KL Penalty?



3. Fine Tuning With RL - Combining Rewards

- Policy Gradient adjusts parameters 
of RL Policy



Results - Quantitative



Results - Qualitative



Limitations

- Supervised Annotations = Expensive
- Bias of Labelers

- Primarily English Speakers.
- Aligned with user intention, whether good or bad.
- Complicated Training Process

- 3 Models Trained
- Many points of failure

- Reward Model doesn’t account personal preference
- Optimized for “majority of human preference”
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Overview

Problem to Explore: How do we perform alignment of a LLM to 
human preferences without using Reinforcement Learning?

Solution: A computationally lightweight, performant, and stable 
algorithm known as Direct Preference Optimization (DPO)



What is Direct Preference Optimization? (DPO)

- DPO is an alternative to align LLMs with human or AI preferences.
- DPO uses a loss function to optimize on preference data in order to align the 

LLM
- Eliminates the need for fitting a reward model, sampling from the language 

model during fine-tuning, or performing significant hyperparameter tuning



Quick Review of RLHF 



DPO Pipeline:

- Two main steps:
- Sampling completions and labeling with human 

preferences to build an offline dataset.
- Optimizing the language model to minimize the DPO 

loss, fitting an implicit reward model.



Sampling Completions

- To start, Supervised Fine Tune a LM on a specific task and 
can generate text completions given a prompt

- For each input prompt, the LM generates pairs of answers
- Humans evaluators label preferred responses, forming 

offline dataset



Loss Function for DPO

-



How to Test DPO?



Experiment Setup

- Tasks to Perform:
- Controlled Sentiment Generation
- Summarization
- Single Turn Dialogue

- Evaluators:
- GPT-4 Win Rate Percentage
- Achieved Reward



Questions to Answer

- How well can DPO optimize the RLHF objective?
- Can DPO scale to real preference datasets?



IMDb Sentiment Generation

- DPO is very effective at 
achieving the RLHF objective 

- DPO reward/tradeoff greater 
than that of PPO



Summarization Win Rate

- DPO win rate performance 
is better than optimal 
performances of other 
models/benchmarks



Dialogue Win Rate 

- DPO converges into best 
pipeline fairly quickly



DPO vs GT (Positive)



DPO vs GT (Negative)



Is GPT 4 a Good Evaluator?



Evaluation of Human vs GPT Results



Limitations

- Win rates computed by GPT-4 are affected by prompt 
- Questions that are still present:

- How does the DPO policy generalize out of distribution?
- Can training with self-labeling from the DPO policy similarly 

make effective use of unlabeled prompts?
- How does it scale?



Further Work Since the Creation of this Paper

- Contextual AI: Kahneman-Tversky Optimisation (KTO)1

- Google Deepmind: Identity Preference Optimization (IPO)2

1: (Ethayarajh et al., 2024) 
https://arxiv.org/abs/2402.01306 

2: (Azar et al., 2023) 
https://arxiv.org/abs/2310.12036 

https://arxiv.org/abs/2402.01306
https://arxiv.org/abs/2310.12036


Conclusions

- DPO is an alternative to align LLMs with human or AI preferences.
- DPO uses a loss function to optimize on preference data in order 

to align the LLM
- More questions to be answered and discovered about DPO
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Motivation

● Prior RLHF methods assign one reward value per response
○ Not applicable for long responses
○ Difficult to judge responses when multiple responses are incorrect (in different ways)
○ Some aspects of a response might be wanted, while others are unwanted



Disclaimer: Not an actual ChatGPT response



Methodology Overview



Methodology Overview

● Language generation as an MDP environment
● Proximal Policy Optimization learning algorithm
● Fine grained reward models



Fine-grained reward model

Response is separated into k segments                           where each segment is 
assigned a different reward



Fine-grained reward model

Response is separated into k segments                           where each segment is 
assigned a different reward

KL Divergence



Detoxification

● Task: Reduce toxicity from model’s responses
● Holistic vs Sentence-level feedback

○ PerspectiveAPI as reward model

Holistic Reward Fine Grained Reward



https://finegrainedrlhf.github.io/



Detoxification Results

● Trained on GPT-2
● Compared with GeDi, Dexperts, and Holistic RLHF
● Metrics on RealToxicityPrompts



Long Form Question Answering

● Task: generating a comprehensive answer and explanation to a question
● Dataset: QA-Feedback



QA-Feedback

● Based on ASQA
○ Answering ambiguous trivia questions with open domain retrieval from Wikipedia passages

● Reformulate ASQA into a reading comprehension task
○ Given question and knowledge passages, generate response



Long From Question Answering

1. Pre-train T5-large to get                , named SFT
2. Sample outputs from SFT with QA-Feedback prompts
3. Collect fine-grained human feedback on sample outputs

4. Use feedback to train reward models



RM for Irrelevance, repetition, or incoherence

Encoder only 
Longformer-base

Feed Forward
Token Level 
Classification [  1   _    1   _   -1   _  ]

…[sep] y1 [sep] y2 [sep] y3 …



RM for Incorrect or unverifiable facts

Encoder only 
Longformer-base

Feed Forward
Token Level 
Classification [  1   _    1   _   -1   _  ]

…[sep] y1 [sep] y2 [sep] y3 …



RM for Incomplete Information

Encoder only 
Longformer-base

Feed Forward

Scalar Output

Pairwise Comparison Loss



Evaluation of Responses



Evaluation of Responses



Analysis: Weighing the Rewards

● Adjusted the weight of the “irrelevance” reward while keeping other weights 
the same

○ Short = higher weight
○ Long = lower weight



Competition Between Models



Ablation Studies



Conclusion

● Providing a model with fine-grained rewards when training with RL can 
improve model output

● Separate reward models can also be used to further enhance model output

● F.G. RLHF incurs higher label costs and increase compute
● Quality control of human feedback is difficult
● Defining feedback type/format is different for different tasks
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Overview

● Challenges and solutions for…
○ Collecting Human Feedback
○ Training the Reward Model
○ Training the Policy
○ Jointly learning a Reward Model and a Policy

● Complementary Strategies for Safety
● Governance and Transparency



Types of Problems

“Tractable”
Can be Controlled

“Fundamental”
Problems that Persist



Human Feedback - Tractable

● Selecting representative humans
● Evaluators have biases and opinions

○ Some may be harmful, some may be implicit
● Evaluators can make simple mistakes
● Malicious actors can poison data



Human Feedback - Fundamental

● Humans cannot evaluate performance on difficult tasks well
● Human evaluations can be gamed

○ LMs can learn to exploit the difference between what is good and what is evaluated positively
● Cost/quality tradeoff when collecting human feedback



Reward Model - Tractable

● Evaluating reward models is difficult and expensive



Reward Model - Fundamental

● Difficult to represent human’s values with a reward function
● A single reward function cannot generalize to all humans
● Reward models can be poorly trained, even with correct feedback
● Reward hacking

○ Limitations to KL



Policy - Robust Reinforcement Learning (Tractable)

● It is (still) challenging to optimize policies effectively
● Policies tend to be adversarially exploitable.



Policy - Misgeneralization (Fundamental)

● Policies can perform poorly in deployment even if rewards seen 
during training were perfectly correct.

● Optimal RL agents tend to seek power



Policy - Distributional Challenges (Tractable)

●  The pretrained model introduces biases into policy optimization. 
●  RL contributes to mode collapse.



Policy - Joint Training with Reward Model (Tractable)

● Joint training induces distribution shifts.
● It is difficult to balance efficiency and avoiding overfitting by the 

policy.



Safety - Frameworks

● Frameworks for Better Understanding RLHF
○ Psychology and human-computer interaction
○ Sociology and social choice
○ Assistance games
○ Bayesian inference
○ Worst-case behavior



Safety - RLHF Solutions

● Human Feedback Safety Concerns 
○ Providing feedback with AI assistance
○ Fine-grained feedback
○ Process-based supervision



Safety - Reward Model

● Using direct human oversight 
● Multi-objective oversight
● Maintaining uncertainty over the learned reward function



Safety - Policy

● Aligning LLMs during pretraining
● Aligning LLMs through supervised learning. 



Governance 

Addressing Safety Challenges: 

- Why Need for Regulation:
- Harmful Race Dynamics: Competition 

vs Caution
- Promote healthier environment in AI 

research
- Solution:

- Auditing, Evaluating, and Certification 
of RLHF

- Transparency
- Shows properties to be accounted for in 

auditing



Conclusions:

- There are many challenges and solutions regarding the topic of 
RLHF
- Examples being the reward model, the human feedback, and 

the policy
-  There is much room for improvement with RLHF and it will 

continue being a topic that we tackle when dealing with modern AI.



Thank you! Any Questions?


