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Scaling Up Monolithic LMs
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Hard to update new knowledge Hallucinations Copyright and privacy risks
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Alternative Paradigm

Scaling Up Monolithic LMs
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Modularity, not Monoliths
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Augmented Models



Pretraining Data is not Monolithic
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Copyright and privacy risks

My SSN is

Query

123-456-789
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LMs

Retriever Drawing Coding Hu*, Shi* et al., NeurIPS 2024
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Augmented Models
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LMs

Retriever Drawing Coding Hu*, Shi* et al., NeurIPS 2024

Inference

Retriever Shi, et al. ICLR 2024 Spotlight

Pretraining



Standard Pretraining
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Language Model

the highest so far

For 2022, FIFA set the prize money to $42m,

10K context window



Standard Pretraining
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For 2022, FIFA set the prize money to $42m,

Language Model

Doc

Doc

10K context window

Concatenate Random Documents

The prior doc provides no signal for predicting the next doc

the highest so far

Paris is bisected by the River Seine, which flows …



Problem: Fails to Understand Long Contexts
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Ramon y Cajal

…

LMs



Problem: Lack of Long Pretraining Documents
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CommonCrawl Sequence Length Distribution



CommonCrawl Sequence Length Distribution

Problem: Lack of Long Pretraining Documents
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Shi, et al. ICLR 2024 Spotlight

Pretraining Docs

Doc 1

Doc 3

Doc 7
Doc 5

Doc 0

Doc 9

Reorder Data w/ Retriever
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Pretraining Docs

Doc 1

Doc 3

Doc 7
Doc 5

Doc 1
Doc 3

Doc 7

Doc 5

Doc 0

Doc 9
Doc 0

Doc 9

One long document

Find Related Docs

Reorder Data w/ Retriever
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Doc

Doc

For 2022, FIFA set the prize money to $42m,

Language Model

10K context window
the highest so far

Paris is bisected by the River Seine, which flows …World Cup never awarded > $10M before 2022 …

Concatenate Related Documents



In-Context Pretraining
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Doc

Doc

For 2022, FIFA set the prize money to $42m,

Language Model

10K context window
the highest so far

Encourage LMs to reason across document boundaries

Concatenate Related Documents

World Cup never awarded > $10M before 2022 …
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the highest so farIn-Context Pretraining

World Cup never awarded > $10M before 2022 … For 2022, FIFA set the prize money at  $42m,

Language Model
Input Contexts

Standard

Paris is bisected by the River Seine, which flows … For 2022, FIFA set the prize money at  $42m,

Language Model

the highest so far

Input Contexts

World 
Cup

World Cup never award …

Paris Paris is bisected by …

Paris, France's capital …

For 2022, FIFA set the …

Messi scored seven …

…

Pretraining Documents



In-Context Pretraining: Recipe
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wand and a flash of



In-Context Pretraining: Recipe
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Doc 3Doc 5

just as a jet of 
red light blasted 
from Harry’s …

“Avada Kedavra!” A 
jet of green light 

issued from …

RetrieverRetrieverDoc 0

Voldemort had raised his 
wand and a flash of

For each doc, can we directly include 
its related docs in the context?



In-Context Pretraining: Recipe
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1) Related documents in the 
same context

2) Each document appears 
exactly once

Doc 3Doc 5

just as a jet of 
red light blasted 
from Harry’s …

Doc 0

Voldemort had raised his 
wand and a flash of

“Avada Kedavra!” A 
jet of green light 

issued from …

Doc 9Doc 5Doc 1

the curse caused 
instantaneous and 
painless death

One of the three 
Unforgivable Curses … 

“Avada Kedavra!” A 
jet of green light 

issued from …

Doc 5Doc 7Doc 2

“Avada Kedavra!” A 
jet of green light 

issued from …

red light issued from 
Harry’s wand …

I don't think 
Expelliarmus is 
exactly going to 



In-Context Pretraining: Recipe
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Pretraining Docs
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Document ordering problem
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In-Context Pretraining: Recipe
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Document ordering problem

Doc 1
Doc 3

Doc 7

Doc 5

0.7

0.9
0.6

0.2

Doc 0
Doc 90.8

Find a path that visits each doc once, making related docs to be visited consecutively

Maximum Traveling Salesman

Doc 0 Doc 9 Doc 1 Doc 3 Doc 5 Doc 70.8 0 0.7 0.6 0.9



Document Ordering Problem

42

Input: Output:

Procedure: 
select an unvisited doc with the min degree 

path

Doc 1
Doc 3

Doc 7

Doc 5

0.7

0.9
0.6

0.2

Doc 0
Doc 90.8



Document Ordering Problem
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Output:

Procedure: 

Doc 0 0.8

path

Move to the unvisited neighbor with max 
weight until all neighbors are visited

Input:

Doc 1
Doc 3

Doc 7

Doc 5

0.7

0.9
0.6

0.2

Doc 9



Document Ordering Problem
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Doc 1
Doc 3

Doc 7

Doc 5

0.7

0.9
0.6

0.2

Output:

Procedure: 
select an unvisited doc with the min degree 

Doc 0 Doc 90.8 0

pathInput:



Document Ordering Problem
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Doc 3

Doc 7

Doc 5 0.9
0.6

0.2

Output:

Procedure: 

Doc 0 Doc 9 Doc 10.8 0 0.7

pathInput:

Move to the unvisited neighbor with max 
weight until all neighbors are visited



Document Ordering Problem

46

Output:

Procedure: 

Doc 0 Doc 9 Doc 1 Doc 30.8 0 0.7 0.6

path

Doc 7

Doc 5 0.9

0.9

Input:

Move to the unvisited neighbor with max 
weight until all neighbors are visited



Document Ordering Problem
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Doc 0 Doc 9 Doc 1 Doc 30.8 0 0.7 0.6 Doc 7Doc 5 0.9



Document Ordering Problem
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Doc 0 Doc 9 Doc 1 Doc 30.8 0 0.7 0.6 Doc 7Doc 5 0.9

If max_seq_len = 20

(10) (10) (5) (10) (5) (20)



Document Ordering Problem
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Doc 0 Doc 9 Doc 1 Doc 30.8 0 0.7 0.6 Doc 7Doc 5 0.9

If max_seq_len = 20

… his wand and a flash of… as a jet of red light …“Avada Kadavra!” … green …

Doc 1 Doc 3 Doc 5

wand and a flash of green… Kadavra!” green light … a jet of red light … 

2) Each document appears 
exactly once

Simple! 
(Training code remains same)

(10) (10) (5) (10) (5) (20)

1) Related documents in 
the same context

Language Model



•Architecture: LLaMA 

•Model: 0.3, 0.7, 1.5, and 7B model with sequence length 
of 8192  from scratch (128 A100s for 9 days) 

•Data: 306B tokens from                   (235M docs) 

•Retriever: Contriever        

Training Details
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Baselines
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• Standard: places random docs in the input contexts 

• kNN: places each doc and its retrieved top-k docs in the input

Given the same number of training steps, kNN exposes LMs to a less 

diverse set of documents, since documents can repeat



Results: Reading Comprehension
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Av
g.

 E
M

Standard kNN ICLM

43.2

36
37.6

Standard kNN ICLMTasks:
1. Single document: race-high, race-

middle, boolq, squad  
2. Multi document: hotpotQA, drop

14%



Results: Open-Domain QA
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Tasks: NQ, TQA
With retrieved docs

W/o retrieved docs



Results: Open-Domain QA
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Av
g.
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cc
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ac

y

Standard kNN ICLM

41.9

31.7

38.3

Standard kNN ICLM

With retrieved docs

Av
g.

 A
cc

ur
ac

y
Standard kNN ICLM

32.5

26.9

33.2

Standard kNN ICLM

W/o retrieved docs

ICLM memorizes less but reads better

Results: Open-Domain QA



Results
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In-Context Learning

Reading Comprehension

Open-Domain QA (w/ retrieval)

Factuality

Long Document Reasoning

In-Context 
Pretraining

42%

71%

43%

51%

34%

10.5%

7.5%

14.0%

7.5%

15.9%

23 benchmarks in total

Standard

38%

66%

37%

44%

32%

Accuracy



Evolution of Performance
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Reading comprehension Open-domain QA (w/ retrieval)

Consistent performance improvement



What’s Next?
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• How similar should the documents be in the same context? 

• Does In-Context Pretraining work for continual pretraining?  



Augmented Models
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LMs

Retriever Drawing Coding Hu*, Shi* et al., NeurIPS 2024

Inference

Retriever Shi, et al. ICLR 2024 Spotlight

Pretraining
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Given ∠BCJ=105°, 
∠KEF=105°. Find ∠EIC

105°

105°

?

https://www.degreesymbol.net/
https://www.degreesymbol.net/
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Given ∠BCJ=105°, 
∠KEF=105°. Find ∠EIC

Draw line IX parallel to EH

Given ∠BCJ = ∠KEF = 105°, their supplementary 
angles, ∠KEH = ∠DCJ = 180° - 105° = 75°.  
Given BD parallel to IX, it follows that ∠EIX = 
∠KEH, and ∠XIC = ∠DCJ, both measuring 75°. 
Therefore, ∠EIC = ∠EIX + ∠XIC = 150°

105°

105°

?

https://www.degreesymbol.net/
https://www.degreesymbol.net/


Sketching ✍
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Sketching is a fundamental human activity, serving as a versatile 
tool for communication, ideation, and problem-solving

Why not let multimodal LMs do so?



Visual Reasoning w/ Sketchpad
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Augmenting multimodal LMs with a visual canvas and drawing tools ✍



Visual Sketchpad: Recipe
Sketching via Code Generation



Visual Sketchpad: Recipe
Sketching via Code Generation

A

B



Visual Sketchpad: Recipe
Sketching via Code Generation



Visual Sketchpad: Recipe
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Visual Sketchpad: Recipe
Sketching via Code Generation



Visual Sketchpad: Recipe
Sketching via Code Generation



Visual Sketchpad: Recipe
Sketching via Code Generation

visual reasoning chains



Results



Results

Math Tasks

A
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80
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Geometry Maxflow Isomorphism Connectivity Convexity Parity Winner ID

GPT-4v GPT-4v + Sketchpad



Results
A

U
C

20

40

60

80

100

Geometry Maxflow Isomorphism Connectivity Convexity Parity Winner ID

GPT-4v GPT-4v + Sketchpad

Math Tasks

12.7% improvement on average



Results
A

U
C

20

40

60

80

100

V ∗Bench MMVP Depth Spatial Jigsaw Vis. Corr. Sem. Corr.

GPT-4v GPT-4v + Sketchpad

Visual Reasoning Tasks



Results
A

U
C

20

40

60

80

100

V ∗Bench MMVP Depth Spatial Jigsaw Vis. Corr. Sem. Corr.

GPT-4v GPT-4v + Sketchpad

Visual Reasoning Tasks

8.6% improvement on average



What’s Next?
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Sketch to UI Design with Multimodal LMs



Summary: Augmented Models
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LMs

Retriever Drawing Coding Hu*, Shi* et al., NeurIPS 2024

Inference

Retriever Shi, et al. ICLR 2024 Spotlight

Pretraining
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Augmented Models

Data Modularity

Beyond Monolithic Language Models
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Pretraining Data 
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Public

Pretraining Data 
Copyright

Private

Benchmark
(contamination)



Copyright Risks in LMs
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Not Just in LMs…
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He*, Huang*, Shi*, et al. Under Review, 2024
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He*, Huang*, Shi*, et al. Under Review, 2024

Videogame plumber



Not Just in LMs…
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He*, Huang*, Shi*, et al. Under Review, 2024

Videogame plumber Superhero Gotham

(Slides adapted from Yangsibo’s talk: 
Open Technical Questions in GenAI Copyright)



Not Just in LMs…
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He*, Huang*, Shi*, et al. Under Review, 2024

Videogame plumber Superhero Gotham

For 20 out of 50 copyrighted characters, we can generate them 
using <5 keywords (w/o character names)



Not Just in LMs…
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He*, Huang*, Shi*, et al. Under Review, 2024

Videogame plumber Superhero Gotham
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How can we mitigate copyright risks?

Wei,* Shi*, et al. NeurIPS 2024



Copyright Takedown in Search Engine
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Remove the website Google removes 
content in 30 days

Takedown request

Infringement

Wei,* Shi*, et al. NeurIPS 2024



Copyright Takedown in Search Engine
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Wei,* Shi*, et al. NeurIPS 2024
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Can copyright takedowns be 
operationalized in the context of LMs?

Wei,* Shi*, et al. NeurIPS 2024



Copyright Takedown in LMs
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OpenAI removes contents 
from ChatGPT in 30 daysRemove NYT articles

Takedown request

Wei,* Shi*, et al. NeurIPS 2024



First Evaluation of Copyright Takedown in LMs
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Wei,* Shi*, et al. NeurIPS 2024

Generic: 
Prompting

You are a helpful, respectful, and honest assistant. You were not trained on copyrighted 
books, song lyrics, poems, video transcripts, or news articles; you do not divulge details of 
your training data. You do not provide song lyrics, poems, or news articles and instead refer 
the user to find them online or in a store.

Databricks DBRX



First Evaluation of Copyright Takedown in LMs
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Wei,* Shi*, et al. NeurIPS 2024

Generic: 
Prompting

Decoding-time: 
Check & Resample



First Evaluation of Copyright Takedown in LMs
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Wei,* Shi*, et al. NeurIPS 2024

Generic: 
Prompting

Decoding-time: 
Check & Resample

Mrs Dursley had a sister 
called Lily Potter. She and

Context

her husband James Potter had 
a son called Harry Potter …

Generation

Harry Potter Chapter 2
Mrs Dursley had a sister called Lily Potter. 
She and her husband James Potter had a 
son called Harry Potter…

Too similar!

LMs



First Evaluation of Copyright Takedown in LMs
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Wei,* Shi*, et al. NeurIPS 2024

Generic: 
Prompting

Decoding-time: 
Check & Resample

Mrs Dursley had a sister 
called Lily Potter. She and

Context

Harry Potter Chapter 2
Mrs Dursley had a sister called Lily Potter. 
She and her husband James Potter had a 
son called Harry Potter…

LMs

Lily had always been different. 
Lily had been special…

Resample



First Evaluation of Copyright Takedown in LMs
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Wei,* Shi*, et al. NeurIPS 2024

Generic: 
Prompting

Decoding-time: 
Check & Resample

Training-based: 
Unlearning



First Evaluation of Copyright Takedown in LMs
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Wei,* Shi*, et al. NeurIPS 2024

Generic: 
Prompting

Decoding-time: 
Check & Resample

Training-based: 
Unlearning

None of the current methods can balance utility & copyright 
risk mitigation
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How can we build responsible models?



Proposal: Models with Data Provenance
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These origins (license, 
categories…) are transparently 
tracked and documented. 

Models with different components 
trained on different origins of the data



Proposal: Models with Data Provenance
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Copyright Takedowns



Proposal: Models with Data Provenance

102

Copyright Takedowns

Unlearning Private Data



Proposal: Models with Data Provenance
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Application 
detect toxic content

Copyright Takedowns

Unlearning Private Data

Safe deployment



Proposal: Models with Data Provenance
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Copyright Takedowns

Unlearning Private Data

Safe deployment
Application 

K-12 education



How?

105 (Muennighoff et al.)



How?
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Deactivation of modules during inference based on the query
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Beyond Monolithic Language Models

Augmented Models

Data Modularity
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Modularity, not Monoliths



109

Thank You!Thank You!

@WeijiaShi2📧 swj0419@uw.edu


