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Big Picture



Scientific research is 
important, 



Scientific research is 
important, but difficult 

to scale.



Meanwhile, LLMs are 
getting better.



Meanwhile, LLMs are 
getting better.



So, can LLMs help with 
scientific research?
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For this paradigm to succeed, we need:

 LLMs to generate “good” research ideas (Part 1 & 2) 


 LLMs to execute ideas “correctly” (Part 3)
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We are not the only one 
thinking about this.



A lot of systems have been 
built,



A lot of systems have been 
built,



A lot of systems have been 
built, but we don’t know 
how well they work.

Past Works

 No human baselin
 Small-scale human eval 

or LLM-as-a-Judge



Before moving on, we need 
some good evaluation to 
know where we are.



Before moving on, we need 
some good evaluation to 
know where we are.

 Can LLMs Generate Novel Research 
Ideas? (Part 1)

 Can LLM Ideas be Executed as 
Successful Projects? (Part 2) 



Our Approach (Part 1)

 Compare to expert 
researchers as the 
baselin

 Large-scale expert review 
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Our Approach (Part 1)

 Compare to expert 
researchers as the 
baselin

 Large-scale expert review 

Our Approach (Part 2)

 Recruit experts to 
execute all ideas into full 
project

 Large-scale expert review 
on the full projects

Past Works

 No human baselin
 Small-scale human eval 

or LLM-as-a-Judge
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Study Design: 
Overview



Study Design: 

Ideation Scope

Why only prompting-based research?

 Active area of research
 Execution tends to be quick and 

requires minimal computing hardware
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Study Design: 

Ideation Scope

Why only prompting-based research?

 Active area of research
 Execution tends to be quick and 

requires minimal computing hardware

Topic distribution:



Study Design: 

Idea Writeup

Same format for both humans and LLM:

 Titl
 Problem Statement
 Motivation
 Proposed Method
 Step-by-Step Experiment Plan
 Test Case Examples
 Fallback Plan 



Study Design: 

Style Standardization

For all ideas:

 Use an LLM to standardize writing 
styles without changing contents

 Expert judges get 50% accuracy on 
distinguishing AI vs human ideas.



Study Design: 

Review & Evaluation

NeurIPS

 Originality: Are the tasks or methods new
 Quality: Is the submission technically sound
 Clarity: Is the submission clearly written
 Significance: Are the results important

 Overall 10: “Technically flawless paper with 
groundbreaking impact on one or more areas of AI, 
with exceptionally strong evaluation, reproducibility, 
and resources, and no unaddressed ethical 
considerations.”




      https://neurips.cc/Conferences/2024/ReviewerGuidelines 

https://neurips.cc/Conferences/2024/ReviewerGuidelines


Study Design: 

Review & Evaluation

Review form:

 Novelty
 Excitemen
 Feasibility
 Expected Effectivenes
 Overall
 For all metrics: 1-10 scale + rationale



Study Design: 

Experiment Conditions

 Human Ideas 

 AI Ideas

 AI Ideas + Human Rerank 
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Idea Generation Agent: 

Design Principle

 Simple but effective

 RAG 

 Inference Scaling: Over-generate & Rerank
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Research 
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Semantic Scholar AP
 LLM Reranking
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Step 3: Idea Ranking

Research 
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Paper Retrieval

Idea Generation
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Semantic Scholar AP

 LLM Reranking

 RA
 Generate in batches
 Append previous batches to 

reduce repetition

Idea Ranking
 Pairwise comparison for N round
 ICLR data as proxy benchmark



Idea Generation Agent 

Step 3: Idea Ranking

Research 
Topic

AI Ideas

Paper Retrieval

Idea Generation

 Generate function calls of 
Semantic Scholar AP

 LLM Reranking

 RA
 Generate in batches
 Append previous batches to 

reduce repetition

Idea Ranking
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Human Experts:

Recruitment

Writing an idea:

 10 days
 $30
 $1000 bonus for top 5 

Reviewing an idea:

 one wee
 $25



Human Experts:

Recruitment

 N = 49 for writing ideas

 N = 79 for reviewing ideas

 24 did both so N = 104 total participants
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Human Experts:

Efforts (Reviews)

 Out of the 298 unique reviews, 80 of them provided links to 
existing papers in their rationales to justify why the proposed 
method is not novel.
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Results: Test 1

Each review as an 
independent data point







Results: Test 2

Each idea as an independent 
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Results: Test 3

Each reviewer as an 
independent data point





Results: 

Conclusions that 

hold robustly

 Novelty: AI Ideas > Human Ideas

 Novelty: AI Ideas+ Human Rerank > Human Ideas

 Excitement: AI Ideas+ Human Rerank > Human Ideas
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Analysis: 

Expert Ideas

 37 (out of 49) experts came up with the idea on the spot.

 Submitted ideas indicate top 43% of all their past ideas.



Analysis: 

Expert Reviews

 Reviewers have a relatively low agreement.
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Example Review #2



Analysis: 

Free-text Rationales

Common Failure Modes of AI Ideas:

 Being too vague on implementation detail
 Misuse of dataset
 Missing or inappropriate baselines
 Making unrealistic assumptions
 Being too resource-demanding
 Not well-motivated
 Not adequately following existing best practices



Analysis: 

Free-text Rationales

Strengths & Weaknesses of Human Ideas:

 Human ideas are generally more grounded in 
existing research and practical considerations, but  
may be less innovative

 Human ideas tend to be more focused on 
common problems or datasets in the field

 Human ideas sometimes prioritize feasibility and 
effectiveness rather than novelty and excitement.
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Limitations of LLMs
Premise of Inference Scaling:

 LLMs can generate many diverse ideas
 LLMs can find the best ones among them.



Limitations of LLMs:

Diversity





Limitations of LLMs:

LLM Evaluator
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(Work in Progress)
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What does each 
idea look like?



What does each 
idea look like?



Who are these 
execution 
participants? 

 29 completed
 21 ongoing



8 stopped replying to m
11 told me they quit



Who are these 
execution 
participants? 

 38 PhD
 6 Masters
 2 Postdo
 2 Undergrad
 2 (incoming) Faculty 



Who are these 
execution 
participants? 

North America
 U
 Canada 




Asi
 Singapore
 India
 Nepal
 South Korea



Europ
 Ital
 France
 UK



Oceani
 Australia




What’s the rule for 
the execution? 

 Modifications on the experiment 
details are allowed, but not on the core 
methodology.

 We manually reviewed every single 
proposed modification. 



What’s the rule for 
the execution? 

 Add / Change datasets.

 “Obvious” method refinement.

 Set hyper-parameters. 

 Change / Add models. 

 Change / Add baselines. 
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What’s the rule for 
the execution? 



What’s the rule for 
the execution? 

 2 months window (can accommodate 
extensions)

 final deliverables are: 1) codebase; 2) 
report (ACL short paper format).  



What’s the rule for 
the execution? 



What’s the rule for 
the execution? 



What’s the rule for 
the execution? 

 $20/hour + completion bonus + quality 
bonus

 Reimburse API cost
 Average compensation: $3.2K / project



Blind Review



Blind Review



Blind Review
 Similar reviewer pool from the last 

stud
 We are still looking for more reviewers! 

(Just email me to sign up!)  



Results

(from last time)



Results


(results averaged across 21 ideas based on 46 reviews) 

Human Ideas AI Ideas

N 12 9

Novelty 5.9 5.3

Excitement 5.4 4.6

Effectiveness 5.5 4.7

Soundness 5.3 5.2

Faithfulness 6.3 6.6

Code Quality (1-5) 3.8 3.7

Overall 4.6 4.1

Review Time 51.8 min 53.3 min



Examples
  overall: 6.5



Examples
  overall: 5.5



Examples


 overall: 
 Accepted at: ICLR 2025 Workshop on Building Trust in 

Language Models and Applications  



Examples


 overall: 
 Accepted at: ICLR 2025 Workshop on Building Trust in 

Language Models and Applications  



Ongoing Work:

Train LLMs to Generate 
Better Research Ideas

 Continued Pretraining on Paper
 Reasoning SFT 



Future Work:

Automate Execution

 Benchmark for execution agent
 Shared Task for a workshop at 

COLM / NeurIPS ?



End of Part 2 Preview


