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Course Information & Logistics

• Instructor: Yu Meng (yumeng5@virginia.edu)
• TAs: Peng Wang (pw7nc@virginia.edu)
• Time: Mondays & Wednesdays 2:00pm - 3:15pm

• Location: Olsson Hall 005
• Office Hour: Mondays & Wednesdays after class
• We’ll use Piazza (accessible via Canvas) to answer logistics/technical questions
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Course Information & Logistics

• This course is designed to be a research-oriented graduate-level course
• Seminar-style: a substantial focus on reading, presenting and discussing important 

papers and conducting research projects 

• A comprehensive overview of cutting-edge developments in NLP
• Prerequisites: CS 4501 NLP or CS 4774 (having deep learning background is important!)
• This course may benefit you if

§ You are working on NLP research (PhD/MS research students)
§ Your research uses NLP models/tools
§ You aim for a job that involves using NLP models/tools
§ You are very interested in the cutting-edge topics of NLP and willing to spend time to learn
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Course Format & Grading

• Course Website: https://yumeng5.github.io/teaching/2025-spring-cs6501
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Course Format & Grading: Paper Presentation (30%)

• Starting from the 4th lecture (1/27), each lecture will be presented by a group of 1 or 
2 students
§ Groups of two are encouraged, but individual presentations are also acceptable

• Every group presents one lecture (3 papers)
• Signup sheet: https://docs.google.com/spreadsheets/d/1h4uuKnL8T71YUtbORgth-

y6AAkFZnaZsvZV5ygrzxjw/edit?usp=sharing
• You can sign up for the topic you are interested in – slots are first come, first served!
• The dates listed on the course website are subject to change – please sign up based on 

the topic rather than the date
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Course Format & Grading: Paper Presentation (30%)

• Presentation duration: strictly limited to 60 minutes, followed by a 10-minute 
question-and-answer session with the audience & instructor

• Deadline: Email your slides to the instructor and TAs at least 48 hours before your 
presentation (e.g., if presenting on Monday, slides should be emailed by Saturday 
2pm)

• You will receive feedback from the instructor to improve your slides (if necessary, the 
instructor may schedule a meeting with your team to go over the slides)

• Late submissions result in a 50% presentation grade deduction

• Detailed grading rubrics and tips can be found on the course website
• First three student lectures automatically receive 5%, 3%, 1% extra credit of final

grade
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Course Format & Grading: Participation (20%)

• Starting from the 4th lecture (1/27), everyone is required to complete two mini-
assignments

• Pre-lecture question: read the 3 papers to be introduced in the lecture, and submit a 
question you have when you read them

• Post-lecture feedback: provide feedback to the presenters after the lecture
• We’ll use Google Forms to collect pre-lecture questions and post-lecture feedback and

share them with the presenters
• Deadlines: pre-lecture questions are due one day before the lecture (e.g., For Monday 

lectures, you need to submit the question by Sunday 11:59 pm); post-lecture feedback
is due each Friday (both Monday & Wednesday feedback is due Friday 11:59 pm)

• Lectures are not recorded, but slides will be posted on the course website
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Course Format & Grading: Participation (20%)

• Besides student presentations, we’ll also invite leading researchers from academia and
industry to introduce their cutting-edge research

• Guest lectures do not have pre-lecture questions/post-lecture feedback, and we’ll
directly take attendance on Zoom

• You can get extra participation credit if you ask questions during guest lectures (details
shared later)

• At the end of the semester, you’ll get 2% extra credit of final grade if you complete
the teaching evaluation survey about this course (sent from Student Experiences of 
Teaching)
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Course Format & Grading: Project (50%)

• Complete a research project, present your results, and submit a project report
• Work in a team of 1 or 2 (a larger team size requires prior approval from the 

instructor) – may or may not be the same team as your presentation group

• (Type 1) A comprehensive survey report: carefully examine and summarize existing 
literature on a topic covered in this course; provide detailed and insightful discussions 
on the unresolved issues, challenges, and potential future opportunities within the 
chosen topic

• (Type 2) A hands-on project: not constrained to the course topics but must be 
centered around NLP; doesn’t have to involve large language models (e.g., train or 
analyze smaller-scale language models for specific tasks); eligible for extra credits if 
publishable

• Project proposal: 5% (ddl: 2/5); Mid-term report: 10% (ddl: 3/10); Final presentation 
(ddl: 4/15) and final report: 35% (ddl: 5/6)
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What is Natural Language Processing (NLP)?

• An interdisciplinary subfield of machine learning and linguistics
• Goal: Enable computers to understand, interpret, and generate human language

Human
Language

Machine
Learning Linguistics

NLP
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The History of NLP

Before 1980s

Linguistic-rule based methods
(e.g., syntactic pattern matching)

Constituency-based 
parse trees

11/52



The History of NLP

Before 1980s

Statistical methods
(e.g., n-gram models, hidden state models)

1980s – 2000s

N-gram models Hidden state models
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The History of NLP

Before 1980s

(Simple) neural-network-based methods
(e.g., word embeddings, convolutional/recurrent neural networks)

1980s – 2000s 2000s – 2018

Convolutional neural networks (CNNs)
Recurrent neural networks (RNNs)
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The History of NLP

Before 1980s

(Small) pretrained neural models
(e.g., BERT, GPT-2, T5)

1980s – 2000s 2000s – 2018 2018 – 2022

BERT-style pretraining &
fine-tuning
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The History of NLP

Before 1980s

Large language models
(e.g., ChatGPT, GPT-4)

1980s – 2000s 2000s – 2018 2018 – 2022 2022 – Now

The focus of this course!

One model for all tasks

15/52



Overview of Course Contents

• Introduction to Language Models
§ Language Model Architecture 
§ Language Model Pretraining & Fine-Tuning
§ In-Context Learning
§ Scaling and Emergent Ability

• Reasoning with Language Models
§ Chain-of-Thought Generation
§ Inference-Time Scaling 

• Knowledge, Factuality and Efficiency
§ Parametric Knowledge in Language Models
§ Retrieval-Augmented Language Generation (RAG)
§ Long-Context Language Models
§ Efficiency

• Language Model Post-Training
§ Instruction Tuning
§ Reinforcement Learning from Human Feedback (RLHF)

• Language Agents
§ Language Agent Basics
§ Language Models for Code
§ Multimodal Language Models

• Ethical Considerations of Language Models
§ Security and Jailbreaking
§ Bias and Calibration
§ Privacy and Legal Issues

• Looking Forward
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Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Language Model Architecture: Word Embeddings

Text corpus

Represent words as vectors Representations contain semantic information
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Language Model Architecture: Transformers

Transformer Encoders

Transformer Decoders
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Language Model Pretraining: Next-Token Prediction

Figure source: https://lenavoita.github.io/nlp_course/language_modeling.html 20/52
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Language Model Pretraining as Multi-Task Learning

Examples from: https://docs.google.com/presentation/d/1hQUd3pF8_2Gr2Obc89LKjmHL0DlH-
uof9M0yFVd3FA4/edit#slide=id.g28e2e9aa709_0_1

• In my free time, I like to {run, banana} (Grammar)
• I went to the zoo to see giraffes, lions, and {zebras, spoon} (Lexical semantics)
• The capital of Denmark is {Copenhagen, London} (World knowledge)

• I was engaged and on the edge of my seat the whole time. The movie was {good, bad}
(Sentiment analysis)

• The word for “pretty” in Spanish is {bonita, hola} (Translation)
• 3 + 8 + 4 = {15, 11} (Math)
• …
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(Few-Shot) In-Context Learning

Figure source: https://ai.stanford.edu/blog/in-context-learning/ 22/52
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Large Language Models (LLMs)

Language models are getting larger and larger over time!
GPT-4
(???)

2018 2019 2020 2021 2022

BERT
(0.3B)

GPT-2
(1.5B)RoBERTa

(0.3B)

Turing-NLG
(17.2B)

GPT-3
(175B)

PaLM
(540B)

MT-NLG
(530B)

Model
Parameter

2023
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Emergent Ability of LLMs

Figure source: https://arxiv.org/pdf/2206.07682.pdf

Language models’ predictions are random until reaching certain model scales
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Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Chain-of-Thought Reasoning

Figure source: https://arxiv.org/pdf/2201.11903.pdf

Use LLMs to generate intermediate reasoning steps
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Advanced Reasoning

Generate & search in a structured thought space

Figure source: https://arxiv.org/pdf/2305.10601.pdf 27/52
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Latest LLMs for Reasoning: OpenAI o1/o3

Screenshot source: https://openai.com/index/learning-to-reason-with-llms/ 28/52
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Inference-Time Scaling for Reasoning

Scaling test-time compute (e.g., running decoding multiple times guided by a reward 
model) yields promising complex reasoning performance

Figure source: https://arxiv.org/pdf/2408.03314 29/52
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Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Parametric Knowledge

Language models can be prompted for factual question answering

Figure source: https://arxiv.org/pdf/1909.01066.pdf 31/52
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Retrieval-Augmented Generation (RAG)

Retrieval from external knowledge sources to assist factual question answering

Figure source: https://cs.stanford.edu/~myasu/blog/racm3/ 32/52
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Long-Context Issues

U-shaped performance curve under long context: LLMs are better at using relevant 
information that occurs at the very beginning (primacy bias) or end of its input context
(recency bias)

Figure source: https://arxiv.org/pdf/2307.03172 33/52
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Efficient Architectures

State space models (e.g., Mamba) achieves linear-time complexity with Transformer-level
quality for sequence modeling

Figure source: https://arxiv.org/pdf/2312.00752 34/52
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Sparse Models

Only one expert is activated for each token

Figure source: https://arxiv.org/pdf/2101.03961.pdf 35/52

https://arxiv.org/pdf/2101.03961.pdf


Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Aligning Language Models for Instruction Following

Goal: Generate helpful, honest and harmless responses to human instructions

Figure source: https://openai.com/blog/chatgpt 37/52
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Reinforcement Learning from Human Feedback (RLHF)

Further learning from pairwise data annotated by humans

Figure source: https://openai.com/blog/chatgpt 38/52
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Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Claude 3.5: Computer Use

Figure source: https://www.anthropic.com/news/3-5-models-and-computer-use 40/52
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Language Model Agents: Tool Usage

Task execution assisted with external tools

Figure source: https://arxiv.org/pdf/2302.04761.pdf

Question answering system

Calculator

Machine translation system

Wikipedia search
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LLMs can be trained for code writing

Language Model Agents: Coding

Figure source: https://arxiv.org/pdf/2204.05999.pdf 42/52
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LLMs can be extended for multimodal instruction following

Language Model Agents: Multimodality

Figure source: https://arxiv.org/pdf/2304.08485.pdf 43/52
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Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Language Model Evaluation

Figure source: https://arxiv.org/pdf/2306.05685.pdf 45/52
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Security

Figure source: https://arxiv.org/pdf/2307.15043.pdf 46/52
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Bias

Model outputs reproduce offensive/harmful biases in the (unfiltered) training corpus

Figure source: https://arxiv.org/pdf/2103.00453.pdf

Original (harmful) model outputs 
intentionally masked out
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Privacy

Larger models memorize training data better!

Figure source: https://arxiv.org/pdf/2202.07646.pdf 48/52
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Overview of Course Contents

• Introduction to Large Language Models
• Reasoning with Language Models
• Knowledge, Factuality and Efficiency

• Language Model Post-Training
• Language Agents
• Evaluation and Ethical Considerations of Language Models
• Looking Forward
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Superalignment

Is it possible to use a weak teacher to supervise a strong student?

Figure source: https://arxiv.org/pdf/2312.09390.pdf 50/52
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Scalable Oversight for LLMs

Sandwiching: use the model’s capabilities to assist non-expert to reach the performance of
domain experts

Figure source: https://arxiv.org/pdf/2211.03540 51/52
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Yu Meng
University of Virginia

yumeng5@virginia.edu

Thank You!
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